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In this paper ,  we prove the  first approximate  max-flow min-cut  theorem for undirected 
mul t i commodi ty  flow. We show tha t  for a feasible flow to exist in a mul t icommodi ty  problem, it 
is sufficient t ha t  every cut ' s  capacity exceeds its demand  by a factor of O(logClogD),  where C 
is the  sum of all finite capacities and D is the  sum of demands .  Moreover, our theorem yields an 
a lgor i thm for finding a cut tha t  is approximately min imum relative to the  flow tha t  must  cross 
it. We use this result  to obta in  an approximat ion algori thm for T. C. Hu's  generalization of the  
mult iway-cut  problem. This a lgori thm can in turn  be applied to obtain approximat ion algori thms 
for min imum delet ion of clauses of a 2-CNF--  formula, via minimization,  and other  problems.  
We also generalize the  theorem to hypergraph networks; using this generalization, we can handle 
CNF- -  clauses wi th  an arbi t rary  number  of literals per  clause. 

1. Introduction 

The amount  of flow one can push through a network from a source to a sink 
clearly cannot exceed the capacity of a cut separating them, and the celebrated 
max-flow rain-cut theorem of Ford and Fhlkerson [8] and of Elias, Feinstein and 
Shannon [7] showed that  the capacity upper bound is always tight. The value of 
the max imum flow is equal to the capacity of the minimum cut. This result yielded 
as a byproduct  an algorithm for finding a minimum capacity cut. 

Ever since, researchers have sought to generalize the max-flow min-cut theorem 
to apply to cases of multicommodity flow, in which each of several commodities has 
its own source and sink. In 1963, Hu showed [12] that  such a theorem held for 2- 
commodi ty  flow. In subsequent work, various special cases have been identified for 
which the max-flow min-cut theorem holds (see, e.g., [9,29]). As was demonstrated 
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fairly early, however, no such theorem can hold in general for all multicommodity 
flow instances. 

Leighton and Rao [19] recently defined the notion of an approximate max-flow 
min-cut theorem, by showing that the capacity upper bound is within a logarithmic 
factor of being tight for a special class of multicommodity flow instances, called 
uniform multicommodity flow. In a uniform flow problem for a graph C, a flow 
of value 1 is required between every two nodes of C. Their approximate max-flow 
min-cut theorem also yields an algorithm for finding an approximately sparsest cut, 
which in turn is the basis for a variety of approximation algorithms for NP-complete 
graph problems. 

In this paper, we prove an approximate max-flow min-cut theorem that  holds 
for all undirected multicommodity flow problems. We allow both nodes and edges 
to have capacities. 

Theorem 1.1. Consider an undirected mul t icommodity  flow instance where the sum 
of the demands is D and the sum of the finite capacities is C (and demands and 
capacities are integral). In order for there to exist a feasible flow, it is sui~cient that 
every cut's capacity exceeds the demand across the cut by a factor of  0 (log C log D). 

Moreover, our theorem yields an algorithm for finding a cut that  is (approxi- 
mately) minimum relative to the flow that must cross it. That  is, a minimum cut 
is one minimizing the ratio 

capacity of the cut/demand crossing the cut 

Theorem 1.2. There is a polynomial-time algorithm to find an approximately min- 
imum mut t icommodi ty  cut. The approximation factor is 0 (log Clog D), where the 
sum of the demands is D and the sum of the finite capacities is C, and the demands 
and capacities are integral. 

By appropriate choices of source-sink pairs, one can use this algorithm to find 
cuts that  are (approximately) minimum subject to certain criteria. 

The following observation is useful in applications where either the capacities 
or demands (but not both) are superpolynomial. It can be proved using a rounding 
technique; we omit the proof. 

Observation 1.3. I f  either C or D is polynomial in n, the number of nodes of  C, 
then the approximation factor in Theorem 1.2 can be improved to be O(log 2 n). 

Our first application concerns the following generalization of the multiway cut 
problem [6, 12]. Given a graph C with edge-weights and a set of node-pairs (ui, vi), 
1 < i < k, find a minimum-weight collection of edges of C whose removal disconnects 
ui from vi for all 1 < i < k. A special case of this problem was shown to be NP- 
hard by Dahlhous et al. We give the first approximation algorithm. Our techniques 
extend to handle the analogous problem in which nodes are to be removed instead 
of edges. 

Theorem 1.4. There are polynomial-time approximation algorithms for the gen- 
eralized mul t iway edge-cut and node-cut problems. The approximation factor is 
O(log 3 n), where n is the number of  nodes in the input graph. 

The algorithm consists of a series of greedy applications of our min-cut algo- 
rithm. 
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Using the node-cut  algorithm, we can handle another  problem, deletion of 
clauses of a CNF  - formula to achieve satisfiability. Such a formula has weighted 
clauses of the form (Pl -=P2 ~ . . .  =--Pk), where each Pi is either a Boolean variable or 
the negat ion of a variable. The  goal is to find a minimum-weight  collection of clauses 
whose deletion results in a satisfiable formula. We give the first approximat ion  
a lgor i thm for this problem. 1 

T h e o r e m  1.5. Minimum-weight deletion of clauses of  a CNF-= formula to achieve 
satisfiability can be approximated to within a factor  of O(log 3 n), where n is the 
number of variables appearing in the formula. 

One of our aims in this research is to develop a framework for approximate  
solution of graph problems of the form: delete a min imum number  of nodes (or 
edges) in order  to obtain  a graph  with a desired s t ructural  property.  Our  a lgor i thm 
for C N F  - clause deletion provides a good basis for such algorithms; one can 
sometimes state  the s t ructura l  proper ty  in the language of C N F -  in such a way 
tha t  deleting clauses corresponds to deleting edges or nodes of the graph. 2 

The  edge-deletion graph bipartization problem - -  deleting a min imum number  
of edges to get a bipar t i te  graph - -  was studied in [32]. It  is easy to state using 
C N F ~  tha t  a given graph is biparti te:  For each node v, we have a Boolean variable 
Pv. For each edge {v,w},  there is a clause (pv =--~pw) of weight 1. The  resulting 
formula  is satisfiable if and only if the graph is bipartite;  any satisfying t ru th  
assignment gives a bipar t i t ion (a two-coloring). Moreover, the min imum number  of 
clauses tha t  must  be deleted to achieve satisfiability equals the number  of edges tha t  
must  be deleted to achieve two-colorability. The  node-deletion graph bipartization 
problem can be modeled similarly. It  follows tha t  for these problems one obtains 
an O(log 3 n)-factor  approximat ion algorithm. 

Using similar techniques~ we can solve some other problems. The  via mini- 
mization problem (discussed in [4]) is a problem arising in the design of a printed 
circuit board,  in which there are two layers and one wants to minimize the number  
of holes made  in the board  in order to connect wires on different layers. The  geom- 
e t ry  of the problem is fixed; the goal is to choose an assignment of pieces of wire 
to layers. I t  is s t ra ightforward to mode l  the via minimizat ion problem as a CNF  = 
clause-deletion problem, and thereby obtain an O(log 3 n)-factor  approximat ion al- 
gor i thm for it. 

In the next  section, we give the proof  of our main results, an approximate  
max-flow min-cut  theorem for undirected mul t i commodi ty  flow and an approxima- 
t ion a lgor i thm for mul t i commodi ty  rain-cut. In  Section 3 we show how using the 
min-cut  a lgor i thm in a greedy fashion yields approximat ion algori thms for sepa- 
ra t ing  a constant  fraction of the demands.  We show how a greedy application of 

1 A complementary result was obtained by Johnson [13] in 1974; he showed that for CNF 
formulae the maximum size of a satisfiable subset of clauses could be approximated to within a 
small constant factor; indeed, for every formula, all but at most a constant fraction of the clauses 
can be satisfied simultaneously. In view of this latter result, it makes sense to focus on how many 
clauses must be deleted to achieve satisfiability. 

2 CL Papadimitriou and Yannakakis's idea [24] of expressing NP-complete problems witb 
quantified sentences in order to study their approximability. 
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this algorithm in turn yields an approximation algorithm for separating all the de- 
mands. This algorithm approximately solves the generalized multiway-cut problem 
of Theorem 1.4. In Section 4, we show how to use this algorithm to approximately 
solve the C N F -  clause-deletion problem. In Section 5, we briefly consider the ap- 
plication of the algorithm to the via minimization problem. We make some final 
remarks in Section 6. 

2. An approximate max-flow min-cut theorem 

for undirected multicommodity flow 

2.1. Preliminaries 

In this section we prove our approximate max-flow min-cut theorem for undi- 
rected multicommodity flow. An instance of undirected multicommodity flow con- 
sists of a network G with node-capacities CAP(v) and edge-capacities CAP(uv),  
and commodities { (s i , t i ,d ( i ) )  : i =  1,... ,k}, where si and ti are, respectively, the 
source and sink of commodity i, and d(i) is the demand of commodity i. We assume 
all demands and capacities are integral. A multicommodity flow f is an assignment 
of flows to all the commodities; a flow for the i th commodity is a way of routing d(i) 
units of the commodity from si to t i through the edges of G. The multicommod- 
ity flow f is said to satisfy the demands. We say f is feasible with respect to the 
capacities CAP(.)  if for every edge uv (every node v), the total number of units of 
all commodities routed through edge uv (through node v) is at most CAP(uv) (at 
most CAP(v)). For a node v, flow originating at v is not counted as being routed 
through v. 

A concurrent f low [30] of capacity utilization u is a multicommodity flow satis- 
fying the demands and feasible with respect to the multiplied capacities u. CAP(.). 
The concurrent flow problem is to find a flow f with minimum capacity utilization. 
The concurrent flow problem relates to feasibility of ordinary multicommodity flow: 
a multicommodity flow is feasible if and only if the minimum capacity utilization 
is at most 1. 

An equivalent way to formulate the concurrent flow problem is as follows: a 
concurrent flow of throughput z is a multicommodity flow satisfying the multiplied 
demands z.d(.)  and feasible with respect to the capacities CAP(.). The concurrent 
flow problem is then to find a flow with maximum throughput. 

For a subset W of the nodes and edges of G, let CAP(W) denote the sum of 
capacities of the elements of W. We say W separates a commodity if the endpoints 
of the commodity are in different components of G -  W. For purposes of this 
definition, we treat  each node in W as a singleton connected component of G - W .  
Let DEM(W) denote the sum of demands of commodities separated by W. 

A multicommodity minimum cut is a subset W that minimizes the ratio of 
capacity to demand. That  is, define the min imum cut ratio S as follows: 

(1) S -- min CAP(W) 
w DEM(W) 
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where W ranges over all subsets of nodes and edges. 3 It  is easy to see that  the 
max imum throughput  is at most the minimum cut ratio. For suppose the minimum 
cut is W, and f is a mult icommodity flow of throughput  z. Then f must route at 
least z . D E M ( W )  units of flow through W. Since f is feasible with respect to the 
capacities, the capacity of W must be at least z.  DEM(W).  This proves tha t  z is 
at most CAP(W)/DEM(W).  

An equivalent s tatement  is that  the value of the capacity utilization is at least 
1IS. Consequently, for a mult icommodity ftow problem to be feasible, the minimum 
cut ratio must be at least one. Theorem 1.1 states an approximate converse, namely 
tha t  if the minimum cut ratio is at least O(logClogD) then the mult icommodity 
flow problem is feasible. We proceed with the proof of Theorem 1.1. 

We can assume without loss of generality tha t  only nodes are assigned capaci- 
ties, i.e. that  the capacity of every edge is unbounded. Simply replace an edge vw 
that  has capacity c with a pair of edges vx and xw, where x is a new node that  
has capacity c. As we will see, infinite capacities are not counted in C, the sum of 
capacities. We can model the case in which only (original) edges have capacities 
by assigning finite capacities to the new nodes x and unbounded capacities to the 
original nodes. 

Next, we formulate the linear program dual to the problem of minimizing the 
capacity utilization u. Let g be any nonnegative length function assigning lengths 
to the finite-capacity nodes of the graph G; the length of a node with unbounded 
capacity is considered to be zero. Let disQ(v,w) be the resulting shortest pa th  
distance between v and w (including the lengths of v and w ). The dual linear 
program is maximizing 

(2) dist (si,t )d( ) 
c o m m o d i t y  i 

subject to the constraint 

(3) ~ CAP(v)~(v) -- 1, 
nodes  v 

where the sum is over the finite-capacity nodes. In particular, the value of (2) is 
always at most the value of the capacity utilization u by weak linear programming 

3 In  t he  case where  only edges have finite capacity,  we can  res t r ic t  our  a t t en t ion  to edge- 

cu ts  W of  the  form F(X) ,  where  X is a node-subse t  and  F ( X )  denotes  the  set  of  edges hav ing  

exac t ly  one endpo in t  in X .  From any edge-cut  W one can easily ex t rac t  an  equal ly  good cut  

of  th is  form t h a t  separa tes  the  g raph  into exact ly  two componen t s .  Th i s  observat ion  pe rmi t s  a 

par t icu lar ly  nice fo rmula t ion  of the  min-cu t  problem,  in which commodi t i e s  are represented as 

edges in t he  g r aph  G. Each  pair  si,$ i of c o m m o d i t y  endpo in t s  is considered a demand edge', and  

is ass igned  a weight  DEM(siti) equal  to the  d e m a n d  value d(i). T h e  original edges of G are  called 

capacity edges. For a node-subse t  X ,  the  capac i ty - to -demand  ratio of  the  cut  F (X)  is the  ratio 

CAP(F(X))/DEM(F(X)) of the  weight of i ts capaci ty  edges to the  weight  of its d e m a n d  edges.  

We can  t h ink  of the  weight  of  d e m a n d  edges as signifying benefit  and  the  weight of capaci ty  edges 

as s ignifying cost; a m i n i m u m  cu t  t h e n  becomes  a cu t  whose cost- to-benefi t  rat io is minimized.  
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duality. Moreover, when e maximizes (2) and f minimizes u, the sum (2) equals u. 
That  is, at optimality, we have 

(4) E dist~(si, ti)d(i) =- u > 1/S. 
i 

Our main result in this section is to show that  the leftmost expression is not much 
more than the rightmost expression. 

Theorem 2.1. There is a polynomial-time algorithm to find a particular node- 
separator W t such that 

DEM(W')  
(5) E disQ(ri, si)d(i) = O(log C log D) 

i 

where C is the sum of all finite capacities and D is the sum of all demands, and 
the demands and capacities are integral. 

It follows by (4) and the definition of S that  

DEM(W) lo . DEM(W')  
(6) max < u < O(logC 

W CAP(W) - - gO) 

where W I is the node subset found by the algorithm. This inequality shows 
that  W l defines a near-optimal cut, proving Theorem 1.2. Moreover, since a 
multicommodity flow instance is feasible if u is no more than 1, the inequality 
also proves Theorem 1.1. 

2.2. The proof  of Theorem 2.1 

Our proof of the theorem follows the lines of Leighton and Rao's proof for their 
result concerning the uniform demand case (the case where there is a demand of 1 
between every pair of nodes). 

First solve the dual of the concurrent flow problem, obtaining an optimal length 
function g satisfying the constraint (3). Next, assume (for now) that  we know the 
value of S. We now give an algorithm to assign a path P(si,ti) to each commodity 
i such that  

(7) E length(P(si, ti))" d(i) = O((1/S) log C log D). 
i 

The algorithm works in stages, assigning paths to disjoint sets of commodities 
in different stages. We use Dt to denote the sum of the demands of the commodities 
that  have not yet been assigned paths by stage t. To initialize, let Do equal the 
sum D of all demands, and let t=-0. 

Each stage t consists of the following steps. Decompose the graph into node- 
disjoint trees so that  each tree has height O((1/SDt)logC). (This step is described 
in more detail later.) For each commodity i whose endpoints lie in a common 
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tree, assign to the commodity the path in that tree, and discard the commodity. 
Then Dt+l is the sum of the demands of remaining commodities, i.e. those whose 
endpoints are in different trees. Finally, increment t, and loop. 

In each stage t, the length of every path assigned is O((I/SDt)logC), and the 
sum of demands of commodities that were assigned paths is Dr-Dr+l, so the total 
contr ibut ion of stage t to  the left-hand side of (7) is O((1/S)logC)). It  remains to 
describe a procedure  for decomposing G into trees of small height such tha t  Dt+l ~_ 
Dr~2, for then  the number  of stages is at most  logD,  and the total  contr ibut ion of 
all stages to the left-hand side of (7) is O((1/S)logClogD). 
Decomposi t ion  into trees. It  is convenient to discretize the distance into tokens. 
Each token of distance will correspond to distance 1/C in the original units. T h a t  
is, define 

(8) := Fc ( )l 

for each node v. Each token associated with v is assigned a weight equal to the 
capaci ty  of v. Notice tha t  since y '~ f (v )CAP(v)G 1 and rounding up adds only one 
extra  token for each node, we have tha t  the tota l  token weight is 

(9) h(v)CAP(v) < 2C. 

Measured in tokens, we must decompose the graph into trees of token height 
O((1/SDt)ClogC). 

Next,  repeat  the following step, forming a tree T (as described below), and 
then removing the nodes of the tree from the graph, until the graph  no longer 
contains a source or sink. 

Forming a t ree  T:  Star t  at any node r, and compute  the shor tes t -path  tree con- 
sisting of all nodes reachable from r. I f  every node in this tree has distance at most  
[(5Cln2C)/SDt] +1 ,  then let T be this tree. Otherwise, we must  select a distance 

d<_ [(5Cln2C)/SDt] + 1 at which to t runcate  the tree. 

d 

Fig. I. If the distance to v not including v's length is d-x, then rnin(x,~t(v)) of v's ~t(v) tokens 
are within distance d 
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There is a natural  notion of how many of a node's tokens lies within a given 
distance d from the root r. A node v has &(v) tokens in total. Let d - x  be the 
distance to v not including v's length. The number of v's tokens within distance 
d is de~ned to be min(z,&(v)). Denote this value by amount(v,d).  We determine 
the total  weight of tile subgraph within distance d of r, defined as follows. 

weight(d) = E amount (v ,d) .  CAP(v).  
n o d e  v 

We use binary search on the range of distances d = 1,2, 3... [(5C in 2C) /SDt ]  +1, 

to find a d such that  

0o) SDt "~ weight(d). weight(d + 1) < 1 + -4C--] 

Tha t  is, the weight at level d does not expand by much when we go out one more 
token. 

The binary search to find such a d proceeds as follows. First, we set d l to 1 
and dr to [(bCIn2C)/SDt] +1.  Note that  weight(all) is at least 1 since every node 
has capacity at  least one. Hence weight(d/)>__ (1 +SDt/4C) dz-1. Also note that  

(1 + SDt/4C) d~-I > (1 + SDt/4C) (bCln2C)/SDt > 2C 

using lOgl+ e x < ln x/e  for small e and (1 +e)l~ ~' x >  x whenever e~< E. Since 2C 
is more than the total weight in the whole graph by equation (9), we must have 
that  weight(dr) is strictly less than (1+  SDt/4C) dr-1. Thus there must be a level 
between d z and dr where the weight does not expand by (1 + SDt/4C). Now, we 

consider the level d ' =  [(dl+dr)/2]. If weight(d ' ) is  at least (I+SDt/4C) d'-I then 
set dl = d ,  otherwise set dr =d'. Note that  a level that  does not expand still exists 
between d I and dr and the number of levels between d l and dr has been halved. 
Thus, after O(logC) iterations, dl-dr becomes a constant so d can easily be found. 
(We use this binary search in the algorithm so that  the running t ime is polynomial 
in logC and n, i.e., the size of the input graph.) 

Once ct has been chosen, let our t runcated tree T be the portion of the shortest- 
pa th  tree spanning nodes all of whose tokens are within distance ct. The boundary 
of T is defined to be the set of nodes not in T but adjacent to nodes of T. Let 
weight(T) denote the sum of weights of all the tokens in T and in the boundary 
of T. Let BT denote the boundary of T. Each node v in BT contributes CAP(v)  
more weight to weight (d+l)  than it does to weight(el). Any other node contributes 

no more. Hence the capacity of the boundary is exactly weight(d§ 1 ) -  weight(d). 
It  follows by choice of ct that  

(11) CAP(BT)  ~ (SDt/4C)weight(d~ ~_ (SDt/4C)weight(T). 

Finally we delete the nodes of T and its boundary, and repeat,  constructing 
another tree, until all sources and sinks have been deleted. 
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What  the t ree decomposition achieves: Now suppose that  all sources and sinks 
have been deleted. We have assigned short paths to every commodity whose source 
and sink lay in the same tree. Let Dt+l denote the sum of demands of remaining 
commodities.  We prove tha t  Dt+t <Dr~2. 

Each commodity  not assigned a short pa th  by the end of stage t has one 
endpoint in a tree T and one outside T. I t  follows that  the union I-iT BT of the 
boundaries of the trees separates all these commodities. Hence by the definition 
(1) of S we have 

By summing (11) over all trees in the decomposition, we obtain 

T 

After we constructed each truncated tree, we deleted its nodes before forming the 
next, so the t runcated trees are disjoint. Hence the sum of weights in the right 
hand side of (12) is at most the total  weight in the graph, which is in turn at most 
2C by (9). Tha t  is, we have 

(SDt/4C) E weight(T) < (SDt/4C)2C = SDt/2. 
T 

By combining these inequalities and dividing by S, we show that  the sum of 
demands yet to be assigned paths is at most one-half of the sum of demands that  
had not been assigned paths at the beginning of the stage. 

2.3. Turning the proof  into an algorithm 

In Theorem 2.1, we stated tha t  the algorithm would find a set W such that  

E dist(si,ti)d(i) = O(logClogD)DEM(W) 
i CAP(W)"  

In fact, we only proved that  EidisQ(si,ti)d(i)=O(logClogD)/S. Moreover, we 
assumed tha t  the value of S was exactly known in advance. We show how to remedy 
these drawbacks in this subsection. 

In the above argument we considered only O(logD) node-separators, one for 
each stage; namely, for each tree decomposition, we considered the node-separator 
consisting of the union of the tree boundaries UTBT" We therefore define the 
minimum "observed" cut value Sob s for a given execution of the algorithm to be 

CAP(W) 
m i n w  DEM----E--~(W~ where W ranges over these O(logD) node-separators. 

All tha t  was required in showing that  each stage halves the remaining demand 
was tha t  the value used as S in (10) be no more than Sob s. In fact, if the value 
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used is only slightly more than Sobs, say no more than (3/2)Sobs, then each stage 
reduces the remaining demand by a factor of 4/3. 

We use this observation as follows. We maintain an overestimate Sest of S, 
and a specific node-separator West achieving a capacity-to-demand ratio of Sest. 
We initialize Sest and West based on an arbi trary cut in the graph that  separates 
some demand. We run the algorithm, and compare the resulting value of Sobs with 
the est imate Sest- 

If  Sest is no more than (3/2)Sobs, then the algorithm will have proved equation 
(7) with Sest substi tuted for S. Thus we will have found a node-separator W, 
namely West, satisfying (5). If Sest is greater than (3/2)Sobs, we replace Sest with 
Sobs, replace West with the cut whose ratio is Sobs, and repeat. Since Sobs cannot be 
less than 1/D and we reduce Sest by a constant factor in each iteration, termination 
will occur after at most O(logCD) iterations. This proves Theorem 2.1. | 

3. Balanced separators 

In this section, we discuss the application of concurrent-flow based methods 
to finding balanced separators. In Subsection 3.1, we show how to apply our 
Theorem 2.i. These results are used in Section 4. 

3.1. Cutting a fraction of the demand 

The cuts that are found by the algorithm of the previous section tend to achieve 
a low cut ratio. However, such a cut may only separate a small fraction of the total 
demand in the flow problem. In this subsection, we consider the problem of finding 
a small cut that cuts a large fraction of the total demand. 

In this context, capacity is interpreted as a measure of removal cost. Let G be 
a multicommodity flow instance. Let D be the total demand. Our goal is to find 
a minimum-cost set of nodes or edges that separates a given fraction of D. This 
problem arises in evaluating a network's resilience to worst-case faults. Note that 
nodes and edges may be assigned infinite cost, effectively precluding their inclusion 
in a separator.  

For a constant 0 </3 _< 1, let OPT~ be the minimum cost of a set of nodes or 
edges tha t  separates a/3 fraction of the demand. 

Theorem 3.1. Suppose 0 < oe </3 _< 1 are constants. There is a polynomial-time 
algorithm to find a set W of nodes or edges separating at least a fraction c~ of the 
demand such that the cost of W is O(log n)OPT~. 

Thus the separator  found by the algorithm only separates an o~ fraction of 
the total  demand, but  we compare its cost to the cheapest set of nodes or edges 
separating a larger fraction/3. 

The following method of analysis closely resembles that  of [26, 28]. 
Proof. We use a greedy application of the min-cut algorithm of Theorem 2.1. 
Tha t  is, use the algorithm to find an approximate min-cut. Discard the nodes and 
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edges belonging to the cut, discard the separated demands, and then repeat on the 
resulting graph, until the sum of the discarded demands exceeds aD. 

Now we analyze the greedy algorithm. Let ~opt be the minimum-cost set of 
nodes and edges separating /3D demand. Let p be the performance ratio of the 
approximate min-cut algorithm. By Theorem 2.1, p = O (log Clog D). 

Let Qi be the total demand separated after i steps of the greedy algorithm. 
Then 

(13) Qi4-1 = Qi + (amount of additional demand separated in ithstep). 

If we removed ~opt from the original graph, we would separate at least/3D demand. 
Consider instead first executing i steps of the greedy algorithm, and then removing 
~opt from the resulting graph. The total demand separated would be at least/3D, 
but  up to Qi of that  demand might have been separated by the i greedy steps. 
Thus removing 8opt would still separate at least #D - Qi additional demand. It 
follows that  the graph remaining after i steps has a separator of cost no more than 
OPT~ tha t  separates at l e a s t / 3 D - Q i  demand. 

Let Ri =/3D - Qi. By the above argument, if Ri > 0 then the min-cut has a 
capacity-to-demand ratio of at most OPTz/Ri .  Suppose the i+ 1 st step finds a 
cut of capacity capi+l separating demand demi+l. This cut is within a p factor of 
optimal, so 

OPT~ (14) capi+l < P" _ _  
demi+ l - Ri 

The algorithm terminates when the demand separated exceeds aD,  say after L 
iterations. Hence Qi ~- aD for each i < L, and we obtain Ri >_ flD-o~D. Substituting 
into (14) and multiplying both sides by demi+l we get 

OPT z 
capi+l ~_ p" (#----~)Ddemi+l . 

Summing over all i and using the fact that ~-]i demi ~-D, we obtain 

E eapi ~ P~I--~-OPT~ 
i p - - o z  

as desired. 
In general, we have shown only that  p--O(logClogD). To prove Theorem 3.1 

which claims an O(log 2n) performance ratio, we resort to a rounding technique. 
Let cr = (/~-o~)D/2n 2. Before running the greedy algorithm, we round all demands 
up to the nearest multiple of cr. This increases the sum of demands by at most 
(~ -a )D/2 .  Moreover, these increased demands can only reduce the cost OPT~ of 
separating demands totaling/3D. Because each demand is a polynomial multiple of 
a, we can apply Observation 1.3 to obtain a performance guarantee J =  O(log 2 n) 
for the min-cut algorithm. 

Now run the greedy algorithm but stop only after the sum of separated de- 
mands is at least a~D, where a ~ = (a +/3)/2.  By the above analysis, the cost of 
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the separator found is at most O(J)OPT~,  which is O(log2n)OPT/3. However, we 

must account for the separated demands that were overestimated in the rounding 
process. We separated at least aiD demand, of which at most ( / 3 - a ) D / 2  was 
added demand due to rounding. We are thus left with at least a t D -  ( / 3 - a ) D / 2  
demand having been separated. Substituting the value of a t, we see that this is at 
least aD demand separated. | 

Thus we have an algorithm to find a small cut that  separates many of the 
demands. In fact, by repeated use of this algorithm, we can find a small cut 
that  separates all demands. The following corollary provides an approximation 
algorithm for the generalized multiway cut problem, proving Theorem 1.4. Note 
that it also provides an approximation algorithm for the generalized multiway node- 
cut problem. We use the latter algorithm in the next section. 

Corollary 3.2. There is a polynomial-time algorithm to find an approximately 
minimum-cost set ~ of nodes and edges separating MI commodities. The perfor- 
mance ratio is O(log 3 n), where n is the number of nodes. 

Proof. Apply the algorithm of Theorem 3.1 iteratively in a greedy fashion with 
/3 = 1 and c~ = 1/2. Each iteration halves the number of commodities remaining, so 
there are O(logn) iterations. 

Let O P T  be the minimum cost of a set of nodes and edges separating all 
demands in the original graph. For each of the graphs arising in the above greedy 
iteration, the minimum cost of a set of nodes and edges separating all demands is 
certainly at most OPT, so the cost of the nodes and edges selected in each iteration 
is O(log2n)OPT. This proves the theorem. | 

4. Deleting CNF-- clauses to achieve satisfiability 

A C N F -  formula F is a conjunction of (possibly weighted) clauses of the form 
(Pl-= P 2 - " " - P k ) ,  where the pi's are literals, i.e. either variables or negations 
of variables. Even in the case where there are only two literals per clause, it is 
NP-hard to find a minimum-weight set of clauses whose deletion yields a satisfiable 
formula [11]. We use a well-known construction to reformulate this problem as a 
problem of deleting nodes in a graph, and apply Corollary 3.2. 

4.1. Modeling the problem 

Given a weighted C N F -  = formula F, we first define a second weighted formula 
F t equivalent to F. For each clause c = (Pl - - " "  --Pk) in F, there is an equivalent 
clause d in F 1 with the same weight but with all literals negated: ~ = (-'Pl - " "  -= 
-~Pk). We assume without loss of generality that no clauses of F t appear in F. 

Next we define the corresponding bipartite graph G as follows. The node-set 
of G consists of two disjoint sets, one consisting of all variables and their negations, 
and the other consisting of the clauses of F A F t. For each literal appearing in a 
clause, there is an edge in G between the literal and the clause. 
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Note that G has a "symmetry" property: for each clause c of F, G contains 
both c and & This property is crucial in the proof of the following well-known 
lemma (cf. [14]). 

Lemma 4.1. A CNF -- formula F is satisfiable iff no connected component of the 
corresponding graph G contains both a literal and its negation. 

4.2. The algorithm 

We can use the graph formulation of Subsection 4.1 in an algorithm for ap- 
proximately minimum-weight deletion of clauses to achieve satisfiability, proving 
Theorem 1.5. 

P roo f  of Theorem 1.5. The algorithm is as follows. For any weighted C N F _  = formula 
F,  construct the graph G as described above. For each clause, the weight of the 
clause is assigned as the cost to remove the clause/node from G. All other nodes and 
all edges receive infinite cost. Then apply the algorithm for generalized multiway 
node cut to find an approximately minimum-weight set N of nodes whose removal 
separates each variable from its negation. We show how to derive from N a solution 
to the clause-deletion problem. 

Each node in N is a clause in F A F  I. Let NI----{~ : c E N } .  Then the graph 
G - ( N U N  1) has the "symmetry" property, so Lemma 4.1 applies. Since N was a 
multiway cut, so is N U N  ~. Hence no component of G - ( N U N  ~) contains both  a 
literal and its negation, so the formula F with clauses N U N  ~ deleted is satisfiable. 
Note tha t  only half the clauses of N U N ~ appear in F; the others appear  in F I. 
Hence the total  weight of the clauses removed from F is at most the weight of N. 

The analysis is as follows. Consider a minimum-weight set C of clauses whose 
removal renders the formula satisfiable. Let C I = {~ : c E C}. By Lemma 4.1, the 
graph G - ( C U C  0 has the property that  each variable is separated from its negation. 
This shows tha t  the cost of the optimal solution to the generalized multiway cut 
instance is at most twice the weight of the optimal solution to the clause-deletion 
instance. Hence the cost of the clauses deleted by the algorithm described above is 
2. O(log 3 n) times optimal. I 

5. Via minimization 

Via minimization problems have received much attention [1, 2, 3, 4, 21, 22, 23, 
25]. The general problem is as follows. One is given a layout of a circuit. The goal 
is to assign wire segments to layers of the VLSI chip or PC-board.  Wire segments 
tha t  cross in the layout must be assigned to distinct layers. Wire segments that  
should be electrically connected (i.e. belong to the same wire) but lie on different 
layers must be connected using a via or contact. One is therefore given (implicitly 
or explicitly), in addition to the layout, a set of points (called junctions) that  are 
candidates for locations of vias. For PC boards, vias correspond to holes that  must 
be drilled. For VLSI chips, a contact requires a certain amount of area t h a t  wires; 
moreover, the yield of the fabrication process depends inversely on the number of 
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contacts [25]. In both cases, therefore, it is desirable to minimize the number of 
vias. 

However, the problem is NP-hard if the number of layers can exceed two or 
the junction degree can exceed three [4]. Researchers have proposed algorithms for 
cases of the via minimization problems, e.g. when the number of layers is limited 
to two and the maximum number of wire segments incident to a junction is limited 
to three. Pinter [25] also points out that  in VLSI the layers are not all equivalent 
in performance - -  some layers are to be preferred to others - -  and he considers the 
problem of maximizing the amount of wire assigned to a preferred layer. 

We observe that  the two-layer problem can be formulated as a CNF--- clause- 
deletion problem, and can therefore be approximated by the algorithm of Theo- 
rem 1.5. There is a variable for each wire segment indicating to which layer the 
segment is to be assigned. For each pair of crossing wire segments, there is a clause 
of infinite weight stating that  the segments must be assigned to distint layers. For 
each junction, there is a clause of weight 1 stating that the incident wire segments 
must be assigned to the same layer. Let F be the resulting CNF-- formula. Each 
selection of k vias and associated layer assignment corresponds to a selection of k 
weight-1 clauses of F to delete and a t ru th  assignment that satisfies the remaining 
clauses. 

This formulation also allows us to incorporate Pinter's suggestion. We can 
assign weights to the wire segments indicating the cost of not assigning them to 
the preferred layer, and then minimize a weighted sum of number of vias and total  
weight of segments not assigned to the preferred layer. We simply introduce a 
clause for each segment stating that  the variable for that  segment is assigned 1; the 
weight for the clause is the weight assigned to the segment. 

6. Final remarks 

We have not addressed running times of algorithms described in this paper, but  
we note that  the algorithms of [17] and [18] can be used to quickly find approximate 
solutions to the concurrent flow problems. 

Since the research described here was completed, there have been several 
improvements and related results [10, 15, 27, 31]. Garg, Vazirani, and Yannakakis 
[10] have improved the performance ratio in Theorem 1.4 to O(logk), where k is 
the number of commodities. This improvement yields similar improvements in 
the performance ratio for minimum-weight deletion of clauses of a CNF-- formula, 
for the edge-deletion graph bipartitization problem, and for the via minimization 
problem. 
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