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Abstract

Among non-destructive characterization techniques able to probe the properties
of bulk polycrystals, High Energy Diffraction Microscopy (HEDM) has become the
method of choice for researchers seeking spatial resolution of grain orientations and
strain states. From HEDM data collected in the near field, the forward modeling
method (FMM) of reconstruction is capable of producing micro-scale resolution of the
orientation field, despite complex grain morphologies and significant plastic strains.
In this thesis, the accuracy of the FMM reconstruction is examined through direct
comparison with an Electron Backscatter Diffraction (EBSD) measurement of a pure
gold specimen. The sensitivity of the FMM reconstruction to its inputs is probed
through a series of simulations. Given raw diffraction data collected under optimum
experimental conditions, spatial resolution is found to be accurate to within intrin-
sic limits set by the experimental equipment. Resolution of reconstructed crystallo-
graphic orientations is found to be < 0.05◦. Input parameters most likely to cause
reconstruction errors are identified, and a novel method is proposed to determine
proper values for experimental inputs. Two case studies are also presented.
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ous figure, most boundaries have an inclination close to parallel to ẑ;
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Chapter 1

Background and Introduction

1.1 Scope

Study of material microstructure is a endeavor that quietly underpins much of mod-
ern structural and engineering technology. Simply put, material microstructures in-
fluence macroscopic material properties and in operendo performance. The Mate-
rials Genome Initiative1 [4] was created in part because incremental improvement
in material performance has the potential to both save billions of dollars per year
and dramatically improve safety for the many citizens whose well being depends on
reliable material performance. Examples range from obvious, like bridges and build-
ings and aircraft bearing loads in the way they were designed to do so and thereby
protecting their inhabitants, to subtle, like reducing auto-body weight consequently
improving gas mileage or developing fabrication methods that minimize waste and
energy expenditure. Such industrial-scale improvements happen usually only after
significant advancement of understanding occurs first in academic regimes or others
that emphasize basic science, and it is toward this goal that this endeavor begins.

Modern structural and engineering materials have been developed using phe-
nomenological principles discovered over thousands of years of metalworking and
materials investigation, but precise and validated theories of many fundamental pro-
cesses critical to understanding material performance (like crack propagation, fatigue
dynamics, plasticity, and other forms of dislocation dynamics) remain elusive. Even
more clearly founded theories like those explaining polycrystalline grain growth and
coarsening phenomena [5, 6], often fail to capture the seemingly exotic evolution of
real physical systems. Arguably, these theories should be in place before meaningful
materials engineering, the development of materials and microstructures with specific
properties for a specific purpose, can begin in earnest. In part, these shortcomings
remain because of the lack of representative data with which to compare and validate

1This federal initiative designed to dramatically shorten the time to commission and implement a
commercially viable new material product was announced by President Obama at CMU’s Robotics
Center in 2011.
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models and theories. But this is changing.
With the significant increase in x-ray brilliance made by the conversion to 3rd

generation synchrotron light sources, penetrative hard x-rays (energies O(10) keV)
have emerged as a valuable probe to study bulk polycrystalline microstructures. A
portfolio of experimental techniques have emerged that make use of the high flux and
low emittance of these sources to perform bulk characterization in various regimes
and under different conditions. Among them, High Energy Diffraction Microscopy
(HEDM) (also sometimes referred to as 3D X-ray Diffraction or 3DXRD) utilizes
Bragg diffraction to map crystallographic orientations with either a high degree of
spatial information (in the near-field regime, nf-HEDM) or with grain averaged strain
information (in the far-field regime, ff-HEDM). Often performed concurrently with
these diffraction measurements, micro-computed tomography (µCT), in phase and/or
absorption contrast modes, provides a probe of material density in volumes of inter-
est. Highlighting the utility of combining these techniques will be one byproduct of
this work.

The past 10 years have seen considerable development of these techniques, with
applications once considered to be tours-de-force becoming commonplace. More and
more, competent experimentalists are creating exactly the type of data sets needed
to validate models of complicated but vital-to-understand processes. Data collec-
tion capabilities at Argonne National Laboratory’s Advanced Photon Source 1-ID
beamline (APS 1ID) in particular, have evolved from piecemeal truncated 2D or 3D
polycrystalline orientation field volumes to fully registered 4D material phase, orien-
tation, and strain fields created on the fly during experimentation. These considerable
advancements will be discussed briefly, as their development has been fundamental
background to much of the work contained in this thesis. Indeed, future works will
contain more directly the fruits of those labors.

The works covered in this thesis will span the latter part of this transitional period.
Beginning around the point where the fusion of micro-computed tomography-based
material phase field information and full cystallographic orientation field information
was becoming routine, the need to fully understand the sources of error inherent in
the reconstruction of polycrystalline orientation field information from raw nf-HEDM
data became apparent. After covering background information necessary for proper
digestion of the work as a whole in this chapter, the next chapter of this thesis will
introduce an experiment designed to identify fundamental limits of the nf-HEDM
technique. The following chapter will highlight reconstruction-space sensitivities to
perturbations of the reconstruction parameters and suggest a method of controlling
the effects of these sensitivities. Following these discussions, proper application of
the nf-HEDM technique will be employed to examine two case studies where accurate
reconstruction of the microstructure in question is critical: the first, identifying nu-
cleation sites of micro-scale voids within ballistically shocked copper, and the second,
correlation of thermally induced pores with the microstructural topology of a sintered
nickel superalloy. Concluding remarks will highlight future work that will leverage
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Figure 1.1: Brilliance of third generation light sources like the Advanced Photon
Source (APS) at Argonne National Laboratory and the Advanced Light Source (ALS)
at Lawrence Berkeley National Laboratory are about five orders of magnitude greater
than the brilliance of second generation light sources like the National Synchrotron
Light Source (NSLS) at Brookhaven National Laboratory and the Stanford Syn-
chrotron Radiation Lightsource (SSRL). The photon flux from these machines is suf-
ficient to facilitate novel bulk materials characterization techniques like HEDM and
also to transform the capabilities of existing techniques like x-ray computed tomog-
raphy. Image taken from the APS website.
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the lessons learned.

1.2 X-ray Techniques Used and Relevant Defini-

tions

We will begin by explaining the techniques used in this work quite briefly and gener-
ally; other necessary details will be included and explored throughout as they become
salient, but these techniques and their implementations are explained thoroughly in
the included references.

1.2.1 HEDM

As currently implemented, HEDM uses monochromatic x-rays in the O(10) keV spec-
tral range to penetrate and interrogate the crystallographic orientation fields of macro-
scopic volumes of polycrystalline material [7, 8, 9, 10]. High energies are required to
ensure adequate penetration of the volume, as the 1/e lengths for many materials
of interest extend into the mm range at these energies. As mentioned, synchrotron
sources are currently utilized to provide the photon flux sufficient for reasonable image
integration times. Samples are illuminated with the x-ray beam and rotated to bring
crystalline regions within into the Laue condition [11, 12]. During rotation, an area
detector is exposed to collect diffracted intensity. Adjusting the distance between the
rotation axis and the area detector changes the nature of the data collected.

nf-HEDM employs multiple area detector configurations < 10 mm from the sample
rotation axis. By placing the detector ‘near’ to diffracting crystallites, the scattering
does not emanate from a point source in the detector frame, instead encoding spatial
information about the diffracting element as well as information about its orientation.
Focusing optics are used to line-focus the x-ray beam into a profile roughly 1.2 mm
wide by ∼ 2 µm high [13]. Because a single planar cross section of microstructure
is illuminated, the diffraction peaks collected are projections of the illuminated cross
sections. The diffracted beam is a two dimensional projection onto the area detector of
a two dimensional cross section. Analyzing the geometry of this projection shows that
a grain of diameter d will be compressed along the k̂ direction by a factor of 1/ tan 2θ.
Accordingly, peaks at higher 2θ values encode more of this spatial information. This
setup is depicted schematically in Fig. 1.2. Data is collected at NL ≥ 2 rotation axis
to detector distances to resolve the origin of diffracted intensity, where we denote
the total number of detector positions NL. These detector positions are colloquially
termed L-distances, and will be denoted in this thesis Li, i ∈ {0, 1, 2, . . . , NL}. At
APS-1ID, where the data used within this work were collected, the nf-HEDM CCD
detector is of size 2048 × 2048 pixels, with an effective pixel pitch of 1.48 µm for a
field of view of approximately 3 mm × 3 mm. The nf-HEDM detector is typically
arranged vis-a-vis the sample diffraction plane as depicted in Fig. 1.2, with the in-
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Figure 1.2: This schematic depicts the nf-HEDM setup. A rectangular sample, in the
foreground, is illuminated by an incoming line-focused x-ray beam, shown in blue.
While passing through the cross section of the sample shown in blue dashed lines,
two grains with identical orientation diffract onto the detector, placed a distance Li
away. The portion of the beam passing directly though the sample is attenuated by a
single crystal Tungsten beam-block labeled here W. Because the two grains have the
same orientation they diffract along identical outgoing vectors. Because the distance
between them is not negligible relative to Li, we observe separation of the diffracted
peaks on the detector. Here, the transformation between the laboratory reference
frame and the sample reference frame is given by the rotation interval where the
diffraction is observed.

tersection of the rotation axis with the line-focused beam projected onto the bottom
of the detector. In this manner, an image of the direct beam is usually captured, and
while this need not be the case for successful reconstruction of nf-HEDM data [14],
we will argue later there are definite benefits to this placement.

Images are collected by integrating the detector while simultaneously rotating the
sample about the axis parallel to detector coordinate k̂, so that a single illuminated
specimen cross section stays within the line-focused beam. While rotating through
an angle ∆ω about this axis of rotation, ω̂, grains within the specimen may fulfill
the Laue condition and diffract, as will be discussed in more detail in the following
section. These diffracted beams couple to the CCD via a scintillating crystal which
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produces visible light when struck with x-rays. This visible light is then imaged by
the CCD. Typically images from 180◦ of rotation around ω̂ are collected, either in
N∆ω = 180 divisions with ∆ω = 1◦ or N∆ω = 360 divisions with ∆ω = 0.5◦. The
implications of these choices will also be later examined. Following the collection of
these NL ×N∆ω images, the sample is translated along ω̂ to illuminate a new cross-
sectional layer. If data for a total of Nz layers are collected, the total number of
images is then Nz ×NL ×N∆ω.

A significant challenge to any subsequent science is then deducing the underlying
microstructure from these images. The reconstruction method utilized throughout
this thesis is the forward modeling method (FMM) [8, 10, 15]. This technique grids a
particular cross sectional layer into sample space elements (voxels), and then performs
a virtual diffraction experiment on each voxel that searches orientation space for a
crystallographic orientation that will maximize overlap between simulated projected
scattering and experimentally observed scattering. As currently implemented, peak
intensities are ignored in favor of binary segmentation of the raw images into so-called
‘reduced data’. These reduced data contain an image field of pixels lit by diffracted
intensity, and the methods of producing this information and their implications have
been well explained in [1] and [16]. When each cross-sectional layer is reconstructed,
the microstructures are integrated vertically to form a 3D volume which is then ana-
lyzed.

L

2✓

Figure 1.3: This diagram illustrated the ff-HEDM setup. A sample with square cross
section is illuminated in the foreground by a line-focused x-ray beam, but in general
the beam need not be focused. Because the sample dimensions are small relative to
L, grains diffract onto Debye-Sherrer rings. Statistical deviations of peak position
from the theoretical ring position are ascribed to changes in a grain’s average lattice
parameter, i.e. a grain-averaged strain, and the position of the grain centroid in the
polycrystalline bulk.

The ff-HEDM is similar in that it utilizes the same rotating crystal geometry, but
the detector is placed in the ‘far field,’ approximately 1 m away from the illuminated
sample. In this regime, the separation between grains is small compared to L, the
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rotation axis to detector distance, and because of this diffraction spots fall on the
Debye-Sherrer rings [11] defined by the 2θ values compatible with the selection rules
given by the structure factor discussed in the next section. Data are collected in a
manner similar to the collection of nf-HEDM data, with a major difference being that
diffraction spots are collected at only one L-distance. For relatively coarse grained
samples without too much deformation, peak overlap is not prohibitive. ff-HEDM
may be conducted with a line-focused beam as depicted in Fig. 1.3, or with a par-
tially focused beam with finite height, colloquially called a ‘box-beam.’ Because 2θ
may easily be determined for a given diffraction peak, differences in peak centroid
in the radial direction are attributed to changes in the diffracting grain’s lattice pa-
rameters, i.e. elastic strains and the center of mass of the grain with respect to the
rotation axis. By indexing consistent groups of peaks and associating them as con-
sistent with diffraction from a single orientation, one can statistically examine these
radial deviations and derive grain averaged strains [9, 17, 18, 19, 20, 21] from which
stresses may be inferred.

1.2.2 µCT

Micro-computed x-ray tomography (µCT) is a for non-destructively determining the
material density within a specimen. A volume of sample is illuminated with a box
beam and rotated about ω̂ while radiographs are collected on the detector. This
collection of radiographs may be reconstructed through a number of well known al-
gorithms (e.g. filtered back projection, algebraic inversion, iterative methods, etc.
[22, 23, 24] ) to recover the relative material density values within the volume of
interest. To the extent that unique material phases within the specimen have unique
characteristic absorption values, these phases may be segmented or identified within
these reconstructions. As an example, the left of Fig. 1.4 depicts a cross-sectional
layer of the reconstructed material density field of a nickel base superalloy that will
be discussed later. Viewed as an image in this way, pixel intensity is proportional to
material density. As a result, pores within the structure are clearly viewed as regions
of reduced density (darker regions). At right, we depict the material density along
the red line in the upper left corner of the sample, beginning at the red point labeled
O. Crossing into the pore we see the material density fall to the background level of
the surrounding air indicating the pore region absorbs x-rays of this energy like air
within this region.

1.3 Fundamentals of Scattering Critical to HEDM

Given that later chapters will utilize some analysis of diffracted intensity, it is impor-
tant to discuss the physics underpinning the scattering process. We will start from
scattering fundamentals and proceed to more target issues specific to HEDM.
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Figure 1.4: At left, a cross section of reconstructed material density from raw µCT
data. Darker pixels correspond to regions of comparatively lower material density.
The sample shown is a nickel base superalloy which contains significant porosity.
These pores are visible within the sample as connected regions of lower material
density. Starting at the red point labeled O in the upper left corner of the specimen,
the plot at right depicts the reconstructed material density along the red line. The
ratio of density between air and material is not 1/3; this ratio would be more physical
if the raw radiographs collected were exposed longer, however detector saturation acts
as an effective upper bound on this quantity. Regardless, the dynamic range pictured
is sufficient for phase segmentation.
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Figure 1.5: Here, an electron at the origin, is impinged on by an incoming monochro-
matic plane wave along x̂ with polarization E0 lying along ŷ. At an observation point
in the xy plane a distance R from the origin, the electric field from the accelerating
charge points along E, perpendicular to R but in the xy plane.

1.3.1 The Form Factor - Scattering From a Single Atom

First, to build understanding of the scattering problem, we consider the case of elastic
scattering of a linearly polarized plane wave with electric field E = E0e

i(ωt+k·r)r̂ by
a free electron at the origin. The explanation to follow is adapted from [25]; further
detail is available there. We choose the propagation direction of the plane wave to be
x̂ and the polarization direction to be ŷ, consistent with beam profiles at synchrotron
sources. This geometry is depicted in Fig. 1.5. Classically, an electron at rest subject
to a propagating electric field will accelerate and radiate; this radiation is the scattered
x-ray signal. Given a force on the electron, f = eE, this acceleration may be given
by a = f/me, or in this case,

ay =
eE0

me

Re
[
eiωt
]
, (1.1)

where kx = 0 at the origin. The resulting motion of the charge has harmonic time
dependence and choosing proper initial conditions gives

y(t) =
eE0

me(ω2)
Re
[
eiωt
]
. (1.2)

Invoking the Larmour formula for the electric field due to an accelerating charge,

|E(r)| = ea⊥ sinα

c2|r| , (1.3)

then allows for the computation of the electric field at observation point R from a⊥,
the component of acceleration perpendicular to R. The angle between a and R is α.
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The direction of this field is perpendicular to r and in the plane of R and a. Plugging
1.1 into 1.3 gives an expression for the magnitude of the electric field at r,

E(R) =
e2E0

mec2|R| sinαRe
[
ei(ωt)

]
. (1.4)

For a y-polarized x-ray, the electron acceleration is purely in the ŷ-direction. For an
observation point sitting in the xy plane which makes an angle φ with the x axis, we
identify sinα = cosφ and the magnitude becomes

E(R) =
e2E0

mec2|R| cosφRe
[
eiωt
]
. (1.5)

On a detector, the intensity I ∝ |E|2 is the observable, so we are concerned with
the square modulus of this quantity, specifically its spatial dependence given by φ.
Wrapping the time dependence in Ẽ(t) = E0 Re[eiωt] allows

I ∝ |E|2 =
e4|Ẽ|2

m2
ec

4|R|2 cos2 φ (1.6)

where cos2 φ is recognized as the polarization factor for a polarized incident beam.
For multiple scatterers in a region small compared with the observation distance,

the path length differences of the contributions from each scatterer add to phase
development and modulation of the intensity signal. Aside from the previously derived
factors, the electric field at location r′ will vary as given by the geometry of scatterers
at positions ri from the origin. If we define Q = kf −ki to be the so-called scattering
vector, this field is given by

E(r′) ∝ ei(ωt+k·r′)
∑

i

eiQ·ri , (1.7)

with the phase differences from the various scattering contributors tracked by the
scalar product Q · ri. It would seem such considerations are wholly insufficient to de-
velop any theory of scattering from atoms or ensembles of atoms. We have assumed
our scatterers are free and not bound by any potential damping their radiative mo-
tions. We have assumed our scatterers do not interact with one another and interact
only classically and non-relativistically with the incoming plane wave. No quantum
phenomena were considered. Consequently, we have entirely neglected the inelastic
(Compton) scattering. While these restrictions may seem limiting, our intuitive ar-
guments lead to expressions which are able to explain the Bragg scattering necessary
to the aforementioned techniques, so we will not consider further corrections.

This being the case, to consider scattering from a spatial distribution of electrons
ρ(r), as in an atom, we need only apply the reasoning of 1.7 to a delocalized dis-
tribution of charge. In this manner, at observation point r the electric field goes
as

E(r) ∝
∫

d3r′ρ(r′)eiQ·r
′
, (1.8)
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where we have suppressed the constant terms and the overall phase lost when measur-
ing the intensity. The RHS of 1.8 is called the atomic form factor, f(Q) and depends
on the electronic density and the scattering vector. Of course, one must point out
that one can view f(Q) as the Fourier transform of the electronic density. Another
important observation is that f(0) = Z, for an individual atom with Z electrons.
Practically, f(Q) is measured and tabulated and the National Institute of Standards
and Technology maintains a database of form factors for use by the scientific com-
munity [26]. The form factor for gold, Z = 79, is shown in Fig. 1.6; we see that
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Figure 1.6: The atomic form factor, f(Q), for gold as a function of |Q|, computed from
data compiled by NIST. The form factor attenuates the relative intensity observed
from the scattering at higher |Q| values, that scattering which encodes the most
information about peak shape.

for 2 ≤ |Q| ≤ 10, f(Q) changes by about a factor of two. Recalling that ultimately
the intensity is what one measures, this factor of two reduction becomes a reduction
of four in the measured diffracted intensity. All else equal, we expect higher order
scattering to be weaker, even at zero temperature. In reality, f(Q) also depends on
|k|, proportional to the energy of the incident x-rays. Our considerations were com-
pletely classical, so we did not account for the effect of the atom’s quantized energy
levels on x-ray absorption or damping of the electronic response. While we will not
treat these corrections here, qualitatively one can note that at energies low compared
the binding energy of the inner electronic states, the response of these electrons is
weakened by that potential, and the scattering cross sections are smaller. At high
x-ray energies, bound electrons behave as if they are free. At synchrotron sources
it is not unusual for these energy scales to be comparable, so one must take care
experimentally to avoid unwanted resonance and absorption. For further exposition,
an interested reader could consult [27].
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1.3.2 The Structure Factor - Scattering from an Ensemble

In the limit of one atom scattering an x-ray signal, there is no lattice orientation and
thus nothing for HEDM to measure. If there are an ensemble of atoms arranged in
some configuration, however, the integrated intensity may be sufficient for extraction
of information about the configuration. If this configuration of atoms is a lattice, we
observe Bragg diffraction from the periodicity of the underlying lattice. To aid the
discussion, we introduce a Bravais lattice R = n1a1 + n2a2 + n3a3, decorated by unit
cells with atoms at positions ri relative to each Bravias lattice point. The scattered
amplitude, I, where I = |I∗I| from just one unit cell is the sum of the contributions
from each scatterer:

I =
∑

i

fi(Q)eiQ·ri (1.9)

As in 1.7, the quantity Q · ri tracks the phase difference of the scattered plane wave
from each contributing atom. If each atom in the lattice is identical, f(Q) factors
and we identify the remaining sum as the structure factor, S({ri}), so that for the
unit cell,

I = f(Q)S({ri}). (1.10)

If this unit cell repeats throughout a volume at sites Rj, we sum this is as well to
acquire the full amplitude

I = f(Q)S({ri})
∑

j

eiQ·Rj (1.11)

simply the product of the scattering contribution at the various length scales. In the
absence of thermal vibration 1.11 is sufficient to explain the variation in scattered
intensity.

1.3.3 Bragg Diffraction, The Rotating Crystal, and The Lorentz
Factor

Associated with our direct lattice, we have a dual reciprocal lattice defined in the
usual way [11]. For reciprocal lattice basis vectors, bi, reciprocal lattice points are
defined at locations

Ghkl = hb1 + kb2 + lb3 (1.12)

where Ghkl is a reciprocal lattice vector. By definition,

a1 + a2 + a3 ·Ghkl = 2π(h+ k + l), (1.13)

so we see that we get constructive additions of phase in 1.11 for Q = Ghkl. This is the
Laue condition, and describes the condition for coherent Bragg diffraction. Coupling
this condition with the geometry given by

|Q| = 2|k| sin θ (1.14)
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Figure 1.7: Depicted here, we have a graphical depiction of the Laue condition for an
experiment in the rotating crystal geometry. A crystallite centered at the origin with
a particular reciprocal lattice vector, Ghkl, is illuminated by a monochromatic plane
wave incoming along k̂i. The crystallite rotates about ω̂ by an angle ω. When Ghkl

lies along the conical locus of Q points at fixed angle θ, diffraction is observed along
k̂f at scattering angle 2θ.

for θ = 1
2

cos−1(kf · ki) (easily derived from ki + Q = kf and our elastic scattering
condition |ki| = |kf |), we identify the relationship between the reciprocal lattice vec-
tors of a crystal and the outgoing scattered signal.2

The above analyses have been general to scattering. To consider the scattered
intensity particularly generated by HEDM, we must also consider experimental ge-
ometry. We will again consider a case as in Fig. 1.7 with k̂i along x̂ with a volume of
crystalline material at the origin. At fixed Q, by 1.14 2θ is also fixed and given the
geometry implied by kf = ki + Q, there exists a conical locus of reciprocal vector po-
sitions that will satisfy the Laue condition and cause scattering. This cone is depicted
in blue in Fig. 1.7 and represents the points where the condition Q = Ghkl is achiev-
able. A reciprocal lattice vector satisfies this condition when it sits in coincidence
with this conical locus. The reciprocal lattice vectors of the crystallite, however, are
fixed in space by the crystal’s orientation relative to the laboratory frame. In fact, for
an arbitrary orientation, when illuminated by the incoming x-rays, it is possible that
none of the reciprocal lattice vectors with appreciable form factor will intersect this
cone and diffract. For this reason, rotation of the sample is necessary to observe the
diffracted beams. In the HEDM experiment, this rotation is about the axis labeled
ω̂ in Fig. 1.7, and causes the reciprocal vectors to precess. The precession rotates
the reciprocal vector into coincidence with the Laue condition provided χ > θ, for

2It is typical to consider 2θ as the scattering angle, as opposed to θ which is sometimes cleaner
mathematically.
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Figure 1.8: Even for perfect crystals, the Laue condition is satisfied for finite time
because of the finite energy bandwidth of the plane wave. Peaks diffract for a time
period that depends on χ.

χ = cos−1(Ghkl · ω̂). One such path for a particular reciprocal lattice vector of the
crystallite is highlighted in magenta in Fig 1.7.

The above reasoning considers the Bragg diffraction event as transient, existing
only as long as Ghkl is coincident with the Q-locus. If the incident beam energy is
perfectly monochromatic and the lattice perfectly ordered and infinite, this is true,
however, in practice neither of these assumptions hold. In the case there is some
finite energy bandwidth, the Q-locus is broadened. This effect is depicted in Fig. 1.8.
The diffraction peaks associated with each |Ghkl| intersect the Q-locus for a length of
time given by χ; at larger values of χ, the radial velocity of Ghkl is greater for fixed
angular rotation, ω. In Fig. 1.8, χ > χ′ so G′hkl will satisfy the Laue condition longer
than for Ghkl. As a result the diffracted intensity collected over the rotation interval
will be correspondingly greater. Let us assume that ki lies along the laboratory x̂
direction. Quantitatively, if we wish to calculate this factor, we need to examine Ġx,
because by inspection of Fig. 1.7, we can see that the Laue condition is satisfied
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Figure 1.9: These conventions will be used throughout the thesis to talk about po-
sitions of or on the detector. The point marked O is the detector origin. (jrot, krot)
is the projection of the rotation axis onto the detector. For a grain centered on the
rotation axis, a diffracted peak makes an angle η with k̂ from the projection of the
rotation axis.

when |G| sin θ = |G| sinχ sinω.3 It’s noteworthy to point here that this allows for
easy computation of the observation angle for a given Ghkl, namely

ω = sin−1

(
sin θ

sinχ

)
. (1.15)

Recalling that at the Laue condition, kx,f = kx,i +Gx, we have

Gx = |G| sinχ cosω, (1.16)

and we have

Ġx =
∂Gx

∂ω
ω̇ = ω̇

∂

∂ω
(|G| sinχ cosω) = −2|k|ω̇ sin θ sinχ sinω. (1.17)

To interpret this expression in terms of observable quantities we first define a
parameter η as in Fig. 1.9, with the example detector depicted sitting in the xy plane
of Fig. 1.7. By geometry, we then can associate sinχ cosω = sin(2θ) sin η, thus

Ġx = −|G|ω̇ sin(2θ) sin η, (1.18)

and normalizing for the non-constant factors requires a Lorentz factor, L,

L ∝ 1

sin(2θ) sin η
. (1.19)

3The following discussion is adapted from [28].

15



Here, we’ve assumed a constant integration rate, ω̇, but this is controllable by the
experimenter. Notably, L contains divergences; these divergences may be tamed by
considering second order corrections to δG [28], but 1.19 models experimental data
quite well, as we will later show.

1.3.4 Effect of Atomic Displacements

1.3.4.1 Thermal Excitation of the Crystal Lattice

Having imposed the experimental geometry on our scattering discussion, we return
now to address a more general feature of Bragg scattering at finite temperature,
namely computation of the Debye-Waller effect of thermal lattice excitation. Quali-
tatively, at finite temperature, phonon modes are excited in the crystalline structures.
(We leave aside the zero point fluctuations at zero temperature.) These phononic
oscillations perturb the constituent atoms from their ideal positions and result in
reduction of the scattered amplitude. We may treat this effect quantitatively by as-
suming atoms are generally close to their ideal positions, but perturbed by some ~δ.
For a single unit cell with a single atomic species then,

I = f(Q)
∑

i

eiQ·(ri+
~δi), (1.20)

with I given by the expectation of the square modulus,

I = 〈I∗I〉 =

〈
f ∗(Q)f(Q)

∑

i

∑

j

e−iQ·(ri+
~δi)eiQ·(rj+

~δj)

〉
. (1.21)

Simplifying,

I = f ∗(Q)f(Q)
∑

i

∑

j

eiQ·(rj−ri)

〈
eiQ·(

~δj−~δi)

〉
(1.22)

where only the lattice vibrations expectation must be evaluated. Assuming the ~δs
are normally distributed in space (an isotropic crystal) permits us Baker Campbell
Hausdorff simplification of the expectation

〈eix〉 = e−
1
2
〈x2〉, (1.23)

for a normally distributed variable x. (The difference of two normal random variables
is also normally distributed.) Inspired by [27], we denote the components of δ parallel
to Q by δ|| so that we may drop the scalar product in favor of

〈ei|Q|(δ||,j−δ||,i)〉 = e−
1
2
|Q|2〈(δ||,j−δ||,i)2〉 (1.24)
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after we apply 1.23. Having one atomic species ensures 〈δ2
||,j〉 = 〈δ2

||,i〉 = 〈δ2
||〉, so

altogether for the expectation we have

〈ei|Q|(δ||,j−δ||,i)〉 = e−|Q|
2〈δ2||〉e|Q|

2〈δiδj〉. (1.25)

In standard notation, 1
2
|Q|2〈δ2

||〉 ≡M , so that

I ∝ e−2Me|Q|
2〈δiδj〉. (1.26)

Typically, e−2M is referred to a the Debye-Waller Factor, while the second term en-
codes information about the correlations between displacements among nearby lattice
sites. These correlations result in thermally diffuse scattering, TDS, which may be
analyzed to probe phononic effects. Substituting 1.14 for into M gives a form that is
easily applied experimentally, namely,

M = 8π2
(sin θ

λ

)2

〈δ2
||〉 (1.27)

where the dependence on the scattering angle is explicit. Defining the temperature-
dependent B-factor, B(T ) = 8pi2

3
〈δ2〉, for 〈δ2〉 = 〈δ2

x + δ2
y + δ2

z〉 = 2〈δ2
||〉. We can

then write M = B(T )
(

sin θ
λ

)2

where B depends only on the squared amplitude of the

thermal atomic displacements over all phonon modes. The results of this calculation
may be found in [27], [11], or [12], and under the Debye model, (Linear phonon
dispersion up to a frequency cutoff) the B-factor is found to be

B(T ) =
6h2

mkBΘ

[
φ(Θ/T )

Θ/T
+

1

4

]
, (1.28)

for

φ(x) ≡ 1

x

∫ x

0

x′

ex′ − 1
dx′, (1.29)

m, the atomic mass, kB Boltzmann’s constant, h Planck’s constant, and Θ, the Debye
temperature, a material-dependent parameter proportional to the dispersion cutoff
frequency. In useful units of Å2,

B(T ) =
11492T

AΘ2
φ(Θ/T ) +

2873

AΘ
, (1.30)

for A the atomic mass number and the temperatures expressed in Kelvin. Using
these expressions, we plot e−2M as a function of |Q| for gold (A = 196 u) at room
temperature (300 K) in Fig. 1.10.
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Figure 1.10: Here we plot the Debye Waller factor, computed for gold, as a function
of |Q|. The TDS term we set to unity, approximating that 〈δiδj〉 = 0.
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1.3.4.2 Prospects for Probing Defect structure

Examining the intensity variations within a Bragg peak associated with a specific
Ghkl provides a possible method for resolving defect accumulation within crystallites.
Returning to examine 1.11, we can separate R into components parallel to and per-
pendicular to Q of which only the former contributes to the phase development. If
we extend the lattice sum sufficiently in space to approximate the sum as an integral,
but not larger than the coherence length of the beam, we have an expression for the
scattered amplitude,

I = f(Q)S({ri})
∫

L||

dr′||

∫

A⊥

d2r′⊥ρ(r′)ei|Q|r
′
|| . (1.31)

Performing the perpendicular integration gives an overall factor of the illuminated
area perpendicular to Q leaving the remaining factor a one dimensional Fourier trans-
form of the scattering density along Q:

I = A⊥f(Q)S({ri})
∫

L||

dr′||ρ(r′)ei|Q|r
′
|| . (1.32)

Provided our length scale assumptions are satisfied, it should then be possible to
compare a peak’s intensity as a function of deformation to determine defect accu-
mulation. Indeed, a similar technique is already being employed by Bragg coherent
diffraction imaging (CDI) [29, 30, 31, 32], where an entire crystallite is illuminated by
the x-ray beam and the Fourier transform directly imaged. Phase retrieval methods
then recover the scattering density, ρ.

Alternatively, one could also examine variations in intensity associated with Q
vectors in various directions to identify strain-effective Debye Waller signatures that
may quantify strains. Ordinarily, we consider normally distributed thermal pertur-
bations ~δi around each atom’s equilibrium position such that the scattered amplitude
for a unit cell with a single atomic species goes like 1.20 with I given by 1.21. One
might wonder how elastic strains modulate the scattered intensity, given that ther-
mal vibration causes the effect derived above. Looking at one crystal, if we assume
some deviation in the lattice parameter (for now, in one direction), ε, and that the
macroscopic strain results from the ensemble of atoms being displaced on average ε0
with

~ε ∼




0
0

N(ε0, σ
2
ε )




lab

(1.33)

as in Fig. 1.11, then an expression analogous to 1.20 could be written by

I = f(Q)
∑

i

eiQ·(ri+~εi). (1.34)
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Figure 1.11: Here we illustrate the sensitivity of the component of Q along ~ε, Q||, to
the strain. By examining the diffracted intensity associated with peaks with symmetry
well aligned along strained axes, lattice strains should be detectable within the near
field. On the right is a schematic illustrating the average effect of elastic strains on
a pristine lattice; periodic scatterers become displaced to with position probability
distribution ρ||(x).

20



Resimplifying, this would leave an expectation term of

〈
eiQ·(εj−εi)

〉
. (1.35)

Because we chose 1.33 for ~ε, Q · (εj − εi) simplifies to Qz(εj − εi) with both εj and εi
given by ∼ N(ε0, σ

2
ε ). Further, we know Qz = OGhkl · ẑlab, for O an active rotation

from the lab frame into the crystal frame. Taken all together with the Baker Campbell
Hausdorff expression from the previous section,

〈
eiQ·(εj−εi)

〉
= e

1
2

(OGhkl·ẑlab)2〈(εj−εi)2〉, (1.36)

or, in directly observable quantities,

〈
eiQ·(εj−εi)

〉
= e

1
2

(cos2 η)〈(εj−εi)2〉, (1.37)

so we’re left only to simplify the expectation. Expanding

〈(εj − εi)2〉 = 〈ε2j − 2εiεj + ε2i 〉, (1.38)

and recalling that σ2 = 〈x2〉−µ2 for normal random variables, we have the scattered
intensity modulated by the strain by

I ∝ e−[ε20+σ2
ε ][OGhkl·ẑlab]2e〈εiεj〉[OGhkl·ẑlab]2 (1.39)

where the second term includes the correlations between neighboring strains. This is
analogous to a term resulting in TDS.

One might reasonably wonder how such a signal would manifest in the collected
nf-HEDM data. Because the strain-effective Debye term maintains dependence on
Q, the first effect would be preferential weakening of the intensity of peaks with high
Q. Given these strains are elastic, this intensity variation occurs before the smearing
in η commonly observed when grains within a polycrystal break into subdomains of
different orientations. Through careful calibration, this strain effective term may then
provide another probe to gauge elastic strain.
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Chapter 2

Calibration of nf-HEDM

2.1 Motivation

It has been long been noted anecdotally by practitioners of nf-HEDM that the recon-
structed microstructures derived from experimentally collected data are not uniquely
defined by those data. The FMM reconstruction itself (as currently implemented in
[15]) is an optimization process that is a function of both the binarized experimental
data and the geometry of the virtual experiment modeled by the software; reason-
able1 perturbations in either of these quantities will still result in the reconstruction
of a microstructure, though in general, the experimental practitioner does not know
whether the reconstruced microstructure is the microstructure that was physically
manifest during the experiment. By binarizing the peaks rather than looking directly
at diffracted intensities, there is necessarily some uncertainty as to the precise peak ex-
tent. These types of errors have been examined and characterized to a certain extent
in [1], but are generally considered to be second order corrections for microstructures
with grain sizes above a certain threshold and without highly re-entrant morphologies.
Without the knowledge of the precise geometry of physical experiment that produced
the collected scattered signal, the physical geometry within the virtual experiment
may be approximate at best.

Fig. 2.1 shows an illustration of the non-unique solution space. In this figure,
we show the reconstruction of a simulated microstructure. The microstructure was
constructed by discretizing a sample space into voxels and assigning crystallographic
orientations to the various voxels to simulate polycrystalline grains. These orienta-
tions are mapped to an RGB colorspace so that in this depiction regions of continuous
color have like orientation. From this synthetic structure, scattering was simulated
onto a known detector configuration. This simulated scattering was then used to
reconstruct the microstructures depicted, with the caveat being that the geometry
of the detector configuration within the virtual experiment was perturbed by some
small amount. The left column of images depicts the reconstructed crystallographic

1What is reasonable will be a later topic of some discussion.
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Figure 2.1: Reconstructed cross sections of simulated microstructure illustrating the
effects of reconstructing with a perturbed virtual detector geometry. The rotation axis
is aligned along the intersection of the red or green lines in the left and right figures,
respectively. These reconstructions are produced from synthetic data generated from
a phantom gold polycrystal. Reconstructed grain boundaries vary in location without
a characteristic signature in C, the reconstruction figure of merit. The boundaries
between voxels with disorientation ≥ 5◦ are highlighted in black. Here, changes are
approximately rigid body translations of the boundary structure, though this is not
always the case.
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orientations of the synthetic sample in the RGB colorspace. Voxel boundaries of dis-
orientation2 ∆g > 5◦ are highlighted in black. The simulated axis of rotation lies at
the intersection of the red lines. In the right column, we have maps of a reconstruc-
tion figure of merit, the peak overlap ratio C to be discussed later. C = 1 refers to
the case where all virtual diffraction from the reconstructed polycrystal overlaps ex-
perimentally observed scattering. Again, for this case, the ‘experimentally observed’
scattering was itself a simulation of an experimentally observed scattering.

The first row illustrates a case where the geometry of the detector configuration
within the reconstruction is perturbed ∼ 10 µm from the correct position. The sec-
ond row was achieved by a perturbation of ∼ 2µm, and the final row’s maps were
reconstructed with a perturbation of ∼ 10 µm antiparallel to the detector configura-
tion of the first row. We observe first that these changes relocate the reconstructed
microstructure vis-a-vis the rotation axis. Additionally, there are slight variations in
the reconstructed boundary positions; some boundaries also appear noticeably curved
in some regions, but not in others. Interestingly, variation in C, commonly accepted
to be a figure of merit for the reconstruction, is slight. Given that the solution to
the FMM reconstruction is an optimization process, the reconstructed microstructure
reflects changes in the input parameters as (mostly) smooth variation in the output.
Without any clear variation in C, how then does an experimenter determine the phys-
ically manifest microstructure?

One might look to Fig. 2.1 and raise the point that the most dramatic changes to
the reconstructed microstructures appear to be rigid body translations of the grain
ensemble. Surely then, these concerns are quite minor and only concern cases where
registering two or more data sets is an issue? While the output variations are com-
paratively well behaved for this set of perturbations, all is not well for arbitrary
perturbations. By example, consider the reconstructed results from perturbations in
Li depicted in Fig. 2.2. Significant curvatures and relative motions accumulate, and
while there are corresponding signatures in C and in reconstruction noise (visible as
‘hashy’ regions within the reconstruction where single voxels of different orientation
are reconstructed within a given grain), these signatures do not appear homogeneously
throughout the reconstruction. Without a priori knowledge of the manifest sample,
how then is the experimental practitioner to determine what is physical absent these
signatures? Moreover, how do these perturbations combine?

Typically, the approximations to the experimental geometry (colloquially referred
to as the ‘experimental parameters’ within the context of the reconstruction) are ob-
tained by naive Monte Carlo. The detector configurations must be specified relative to
some fixed reference point and for the rotating crystal experiment with a line-focused
incident beam, the logical choice is the intersection of ω̂ with the plane of the beam.
For purposes of this work, we refer to this point as the rotation axis, though it is just
a point. For clarity, we wil now define E = {j0, k0, L0, j1, k1, L1, . . . , jN , kN , LN} as

2The disorientation is defined to be the transformation between two reference frames (orienta-
tions) which aligns the two frames with the minimum possible rotation from one to another [3].
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Figure 2.2: Reconstructions of simulated microstructure illustrating the effects of
reconstructing with a perturbed virtual detector geometry, as in Fig. 2.1, but with
detector perturbations orthogonal to 2.1. Boundary motions are not simple rigid
body translations.
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the collection of experimental parameters defining the virtual diffraction experiment.
Here, ji and ki are defined as in the last chapter, respectively the horizontal and ver-
tical projections of the rotation axis on the ith detector. Li is the distance between
the projection of the rotation axis on the ith detector and the rotation axis.

Performing raw image analysis typically allows the experimenter to determine pre-
liminary estimates for E. Proper image analysis will ensure that orientations may be
determined for some sample space voxels that are consistent with the observed scat-
tering. From this point, Monte Carlo is performed on the experimental parameters,
with orientation reoptimization taking place for each instantiation of E. Because the
Monte Carlo space is high dimensional (minimum of 3 ∗NL dimensions ignoring the
detector orientation which accounts for 3 more parameters) dense sampling of the
space is infeasible; to make matters worse, the effects of the elements of E on the
scattering overlap are coupled, with cross-talk between Li and ji and between Li and
ki.

The navigation through this parameter space is mediated by a cost C defined by
the relation C = 1 − Nhit/Nsim, where Nhit is the number of diffraction peaks struck
by simulated diffraction from that voxel and Nsim counts those simulated peaks. In-
tuitively, C = 0, describes perfect overlap between simulation and experiment for the
peaks simulated. We refer to the ratio C = Nhit/Nsim as the confidence. During the
Monte Carlo optimization of E, the parameter set with the lowest C value is retained
after orientation optimization is performed on the voxels sampled. The optimized
E is then also a function of which voxels are sampled. Indeed different choices re-
flect varying degrees of senstitivity with respect to detector-space perturbations. For
example, due to the coupling between the spatial extent of the diffracting element
and the orientation of that element, voxels near the center of grains show less cost
variation for a given detector space perturbation. This effect is shown schematically
in Fig 2.3; the first row of the figure depicts simulated scattering in blue from a sam-
ple space voxel in the center of a diffracting grain. The second row shows simulated
scattering from a voxel at the edge of the sample space grain. Scattering from the
same grain, collected in three different angular intervals, is shown in each column.

In each row, the blue simulated scattering overlaps the experimentally observed
scattering, shown in red, for all three collected intervals. During parameter Monte
Carlo optimization of E, however, the detector position may be perturbed with re-
spect to the rotation axis projection by some δE. (Similar analysis applies to out of
plane perturbations parallel to Li.) , Holding the crystallographic orientation of the
diffracting voxel constant, simulated diffraction will land onto new locations high-
lighted in yellow. For the case of the grain-center voxel, there is no effect on C. For
the grain-edge voxel, however, in the third frame, the perterbation causes a loss of
scattering overlap, giving C = 1/3 for E + δE if only these frames are used for the
reconstruction. Here, we assumed the orientations of the diffracting voxels are fixed,
and in reality, further orientation optimization may correct for the perturbation by
correcting the crystallographic orientation. In the limit that there are many angular
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Figure 2.3: Detector schematic illustrating why voxels in the centers of grains show
less variation in C for a given perturbation of E. Each column represents a distinct an-
gular integration interval in which a diffracted peak depicted in red was observed. The
detector origin is labeled O, and the projection of the rotation axis onto the detector
is shown at the point labeled (jrot, krot). The first row illustrates projected simulated
diffraction from a voxel located near the center of a grain, at unperturbed detector
configuration E (blue) and at perturbed detector configuration E + δE (yellow). The
second row illustrates projected scattering from a voxel near the grain boundary. For
interval ∆ω ∈ [ωε, ωζ ] the perturbation prevents the projected intensity from striking
the observed diffraction for the voxel on the grain boundary.
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Table 2.1: Result of repeated Parameter Monte Carlo optimization of E. Such opti-
mization settings would be standard for refinement of a reconstruction under typical
circumstances; sufficient iterations were conducted to consider the results ‘converged’.
Parameters from Monte Carlo # 1 are close to those of Monte Carlo # 2, but the
differences are large enough to manifest in potentially important differences of the
reconstructed microstructure, as will be discussed later.

Parameter Monte Carlo #1 Monte Carlo #2
j0 [µm] 926.16 925.4
k0 [µm] 2031 2030.62
L0[mm] 5.0976 5.0963
j1 [µm] 935.11 934.2
k1 [µm] 2026.9 2027.7
L1[mm] 6.5981 6.5935
j2 [µm] 942.67 941.30
k2 [µm] 2023.6 2023.2
L2[mm] 8.0945 8.0753

intervals used for the reconstruction, over-correction of the voxel orientation is limited
by that orientation’s consistency with other observed scattering.

The coupling between the elements of E creates numerous local minima in the
space defined by C(E). This particular feature makes implementing common opti-
mization schemes like gradient descent a challenge. Simulated annealing [33] has been
implemented, but has been proven too computationally expensive to be a viable op-
tion. These facts taken together with the observation that dense sampling of E is
too time consuming to be practical gives rise to extremely slow and unpredictable
convergence properties for the parameter Monte Carlo. Take for example, the result
of running repeated Monte Carlo optimizations on a set of parameters, Ẽ, as shown
in Table 2.1. Here, the optimizations were run on Ẽ using the same number of iter-
ations, the same size search windows with no search window size-reduction scheme.
The Monte Carlo converges to some relatively small region within the 9D space, but
is subject to both parameter sampling coverage errors and numerous local subminima
within the global minimium.

One would be remiss to ignore the extent to which this convergence region is in-
fluenced by which diffraction peaks are included during the orientation optimization.
Within the particular implementation of the FMM used for this work [15], specifiy-
ing a maximum |Q| defines a maximum 2θ value below which all allowed scattered
peaks are simulated. Increasing Qmax then increases the number of constraints on a
particular voxel’s orientation. This scaling is given by the volume of reciprocal space
enclosed by a sphere of radius Qmax centered at the origin, namely,

Npeaks(Qmax) = λρ
4

3
πQ3

max (2.1)
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where ρ = Vprim/(2π)3 is the number density of points in the reciprocal space for Vprim

the volume of the crystal primitive cell. The factor λ is a constant factor that depends
on how the measurement was performed: if collected as is typical for nf-HEDM, with
ω ∈ [−90◦, 90◦],

λ ≈ 2Laue × (1/2)UHP × (1/2)ω. (2.2)

Here, the first factor of two arises from the case where a rotating reciprocal lattice
vector Ghkl satisfies the Laue condition twice as it intersects the Q-locus twice, as-
suming complete rotation over that interval. The first factor of 1/2 arises from the
detector configuration - by collecting only upper half plane scattering, the volume of
reciprocal space sampled is that with Qz > 0. The second factor of 1/2 comes from
measuring scattering over 180◦ instead of the full 360◦ of rotation. One should note
that by performing the measurement in this way, not every Ghkl vector will satisfy
the Laue condition twice, so the first factor is not exactly two.

From this analysis, we note that the number of constraining diffraction peaks has a
cubic dependence on Qmax . As a result, the convergence region within the 9D Monte
Carlo space becomes smaller when using a higher Qmax . Regardless, at common
operational Qmax = 10Å−1, this convergence region is typically on the order of single
pixels for ji and ki, and about 10-20 µm for Li. The reconstructed microstructures
from these optimized Es, while highly similar, have subtle variations with respect
to the reconstructed spatial features, and while some might not find these variations
troublesome, for many precision applications they must be understood and contained.
Consider the case depicted in Fig. 2.4.

In this case, we have a cross-sectional layer of synthetic microstructure of dimen-
sion 100 µm by 100 µm . Assume the microstructure extends into and out of the
page exactly as pictured so that all variation in the geometry of the grain boundary
is in the plane shown. The orientation of the dark blue grain on the left in ZXZ Euler
angles is (270.00◦, 35.26◦, 135.00◦) relative to the laboratory frame when reduced to
the cubic fundamental zone of orientation; the lighter blue grain on the right has
orientation (90.00◦, 35.26◦, 315.00◦). The disorientation between these orientations
is 60◦ about a common crystallographic 〈111〉 axis, commonly referred to as a Σ-3
boundary within the Coincident Site Lattice (CSL) classification scheme [34, 35, 36] 3

3A seminal paper by Kronberg and Wilson in 1949 introduced to the materials community a new
paradigm for quantifying microstructural texture characteristics: Coincident Site Lattice (CSL)
theory. According to this model, the authors postulate that a particularly relevant quantity that
should be examined is the incidence of Coincident Sites, special grain-to-grain misorientations with
the property that rotation about a fixed axis by some angle ω results in 1/Σ Bravais lattice sites
overlapping between the two grains, with Σ an integer. As an example, with an underlying cubic
lattice, two grains with a Σ-3 boundary share 1/3 of their lattice sites after a rotation of 60◦ about
the common 〈111〉 crystal axis.

Later work by Brandon extended this work by applying energetics to CSL theory. Higher internal
energy configurations are associated with more broken and bent atomic bonds, i.e. frustrations
within the crystalline lattice. The rationale behind CSL theory is that one can associate low re-
ciprocal lattice density (Σ) between grains with boundaries that fit together more cleanly due to
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100 µm

x̂

Figure 2.4: Illustration of how changes in reconstructed coherent twin geometry
can dramatically change computed grain boundary energy. Microstructures depicted
are simulated Σ-3 interfaces with boundary normals aligned along the mutual 〈111〉
crystal axes. Reading down the rows, curvatures of κ = 0, κ = 1/250 µm−1,κ =
1/125 µm−1, and κ = 1/50 µm−1 are added to the interface. The computed grain
boundary energy at each point of the interface is colorized to illustrate the coupling
between geometry and energy.
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Here, we have a simulated bicrystal system, where each crystal’s orientation shares a
common 〈111〉 crystal axis along the lab x̂ direction. Assuming the grains extend as
shown into and out of the page, in the first row of Fig. 2.4, the vector normal to the
grain boundary, n̂GB, points toward x̂. This is an especially low energy configuration
for crystals with FCC symmetry and occurs predominately because of stacking faults
that occur during annealing and consequent grain growth. Sometimes this boundary
configuration is referred to as a ‘twin’, though the term is also sometimes abused
to refer to FCC grain pairs related by a Σ-3 disorientation for which n̂GB is not a
common crystallographic 〈111〉, but here we will be more precise.

Molecular dynamics simulations in [2] and [37, 38] provide computed values for
the energies associated with various grain boundary characters. The energy values de-
rived from these simulations have been interpolated semi-analytically in [39] who have
graciously published code that implements this interpolation scheme. Using this tool,
in Fig. 2.4, we examine the computed change in grain boundary energy for the co-
herent Σ-3 twin as the boundary inclination plane deviates from the crystallographic
〈111〉, to illustrate the effect of reconstruction-space errors in precise computed quan-
tities. Reading down the rows of the figure, we examine grain boundary curvatures
of κ = 0 µm−1, κ = 1/250 µm−1,κ = 1/125 µm−1, and κ = 1/50 µm−1, respectively.
Notably, because of the cusp in the FCC energy landscape around this grain bound-
ary configuration, even errors of a few degrees in the reconstructed boundary normal
can cause sizable errors in computed boundary energies to accumulate. Even with
advanced boundary smoothing methods designed to minimize discretization noise in-
herent in the reconstruction process[40], errors in computed normal vectors still crop

symmetry. Configurations with more low Σ boundaries should then be more energetically favorable
and thus (it was thought) have other additional desirable properties sought by materials scientists.
Additionally, such a formulation is relatively simple to implement in that it ignores the atom-atom
interactions at the intergranular interfaces, relying on a single integer, Σ, to describe the microstruc-
tural landscape.

In 1987, Sutton and Balluffi revisited the CSL theory developed in earlier decades with the in-
tention of testing the predictive power of the Σ metric in determining interfacial energetics in FCC
metals, those usually modeled by CSL theory. The authors placed small single-crystals on single-
crystal substrates and annealed the configuration to bind them. The crystallites were randomly
oriented relative to the substrate, so each crystallite experienced a diffusion-driven torque consistent
with their misorientation, toward a low energy configuration. X-ray scattering was then used to
infer their relative orientations. After making experimental measurements of interfacial energy on
gold, they found that the CSL results have virtually no predictive power in determining boundary
energetics according to the low Σ → low energy rule, citing, among other evidences, both high in-
terfacial energies for Σ-13 and Σ-9 boundaries, and the especially low interfacial energy of Σ-33A.

This conceptual framework is not without utility, however, in part due to the simplification it pro-
vides. For many materials, the grain boundary character (boundary inclination degrees of freedom
included) is very highly correlated to Σ. For these cases, while low energy → low energy may not
be exactly true, a particular Σ will be associated with a relatively well defined energy, making Σ
a useful proxy for energy in these cases. Moreover, grain boundaries with CSL misorientation can
be used to create 3D periodic structures containing finite misorientation. This allows modelers the
freedom to simulate structures without finite size effects [2, 37, 38].
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up, making the containment of additional error integral for careful study of these
phenomena. Similarly, the distribution of boundary normals for fixed disorientation
(Grain Boundary Character Distribution or GBCD) will be affected by the errors in
the reconstructed boundary positions. There is increasing interest in comparing ex-
perimentally observed GBCD to computed energy distributions [41, 42, 43], so again,
these are errors that should be understood.

With these motivations in mind, we would like to understand the fundamental lim-
itations and sensitivities behind the FMM reconstruction used in nf-HEDM. What
exactly is the accurate spatial resolution? How do errors in simulated detector space
result in errors in the reconstructed microstructure with respect to its physical man-
ifestation? How does the orientation resolution of the measurement depend on the
experimental parameters? We will answer these questions through two independent
channels of analysis. The first is careful calibration. Utilizing a simple sample with a
known initial microstructure, we will use the standard FMM reconstruction pipeline
to attempt to reconstruct the known initial microstructure and comment on any dis-
crepancies we observe.4 Provided the known microstructure is well represented by
the result from our standard pipeline, we will then examine possible modifications to
the nf-HEDM data collection and reconstruction processes and their effects on the
reconstructed microstructure. This will be possible because our initial structure is
known.

Our second endeavor will be to characterize how errors in the virtual detector
configuration manifest in changes to the reconstructed microstructure. Because for
the case of our calibrant the true experimental detector configuration is essentially
unknowable at the required precision, we will utilize simulation for this portion. By
simulating a known structure onto a known detector configuration and then pro-
ceeding with our standard FMM reconstruction pipeline, we will be able to examine
perturbations to the detector configuration and compare their effects to the original
known structure. Performing this characterization will clarify which errors are most
deleterious and will imply improvements to the experimental technique. One such
suggestion will be made to improve the analysis pipeline responsible for the identifi-
cation and refinement of the detector geometry configuration.

Following this work, two case studies that hinge critically on the proper use of
the nf-HEDM microscope’s spatial resolution will be examined. The first involves the
identification and characterization of micro-scale voids formed during shock loading
of a pure copper sample. Void positions within a shocked sample are identified us-
ing synchrotron-based micro-computed tomography and then mapped back into the
pre-shocked sample microstructure which measured before shock loading. The void
positions are interpreted in the pre-shocked state’s microstructure. Following this
case study, another will examine the locations of thermally induced pores in the mi-

4Special thanks here go to Dr. Paul Shade of the Air Force Research Laboratory’s Materials and
Manufacturing Directorate, without whom this work would surely take a simpler form. Dr. Shade
is responsible for the meticulous fabrication and careful characterization of the initial structure.
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crostructure of a sintered nickel-base superalloy specimen. This thesis will conclude
by offering some suggestions for further work.

2.2 Calibration

2.2.1 Electron Microscopy Characterization

For our calibration sample, we require a cleanly diffracting polycrystal with a simple
grain boundary network. An undeformed polycrystal will allow for careful considera-
tion of the orientation resolution; a simple grain boundary network strikes a balance
between reduced computational complexity and sufficient statistics. The necessity for
rapid and frequent reconstruction of the sample as a function of various reconstruc-
tion parameters suggests a physically small sample (as computational time for a truly
unbiased application of the FMM reconstruction scales with the number of voxels in
the sample), and the need to register multiple data sets suggests some asymmetry
would be helpful. These requirements led to the design of the specimen depicted in
Fig. 2.5.

The sample was cut from 99.95% pure gold foil approximately 50 µm in thickness.
After cutting, deformation was removed by annealing the specimen for 24 hours at
950◦ C and subsequently cooling it in the furnace. More detailed sample preparation
procedures are explained in [44]. During this annealing, coarsening of the microstruc-
ture led to grains of about 20 µm in size. The sample contains about 10-20 grains.
While the small antenna-like protrusion already breaks the sample symmetry, further
asymmetry was incorporated by milling a trench with a focused ion beam (FIB).
Images of the top surface taken at normal incidence are shown in Figs. 2.6 and 2.7.
To produce Fig. 2.6, secondary electrons ejected from the sample’s surface were col-
lected on a Everhart-Thornley detector5, enabling the collection of a topologically
sensitive signal. In Fig. 2.7, backscattered electrons from the sample surface were
collected, giving qualitative crystallographic sensitivity. This sensitivity results in
visible orientation contrast in the imaged structure that corresponds to the underly-
ing surface grain structure. Also visible in this image is some surface damage from
errant FIB milling (triangular dark regions at fixed interval continuing on both sides
of the trench) and surface oxidation from the FIB polishing of the top surface. The
upside-down (“L”) feature on the sample surface is a piece of fiducial dust used to
adjust the focus settings of the FIB.

To perform ‘ground truth’ calibration for the nf-HEDM measurement and recon-
struction, we must characterize the microstructure of our specimen. For this step,
we require that the spatial resolution of the ground truth characterization method
be better than that of nf-HEDM. Given that samples, beamtime, and man-hours are

5This detector uses careful coupling between the electron scintillator and the photomultiplier to
amplify the signal of secondary electrons.
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Figure 2.5: A Scanning Electron Microscope (SEM) image of the sample designed for
calibration of the nf-HEDM experiment. The specimen is cut from 99.95% gold foil
50 µm in thickness and subsequently annealed at 950◦ C for 24 hours to coarsen the
grain structure to ≈ 20 µm. The final specimen size is approximately 75 µm × 150
µm × 50 µm and contains about 10 grains. Because of the annealing treatment, the
grains within the sample have low mosaic spread and may be used to calibrate the
orientation degrees of freedom of the reconstruction.
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Figure 2.6: SEM image of the gold calibration sample, taken at normal incidence.
Collecting secondary electrons on an Everhart-Thornley detector allows for the reso-
lution of topological features of the sample.

35



Figure 2.7: SEM image of the gold calibration sample, taken at normal incidence
on a backscattered electron detector. Intensity of backscattered electrons depends
on crystallographic orientation, yielding contrasts that reveal the underlying surface
grain structure.
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all expensive, we would also prefer a non-destructive technique, so that our sample
persists to be recharacterized by other techniques or beamlines as a true calibra-
tion. Unfortunately, the requirement that the spatial resolution be better than that
of nf-HEDM rules out the use of laboratory or synchrotron-based diffraction con-
trast tomography [45, 46, 47, 14] as with this technique direct reconstruction of grain
boundaries is not possible. Differential Aperture X-ray Microscopy [48], another non-
destructive x-ray technique is not suited to characterization of the comparatively large
sample volume.

To best compromise a solution to these issues, electron backscatter diffraction
(EBSD) was chosen to provide the ground truth characterization. EBSD is a widely
used surface characterization technique that combines excellent spatial resolution (< 1
µm ) with good orientation resolution (∼ 1◦ or less depending on the care taken by the
experimenter). While the ideal scenario for this one application would be complete
and destructive serial sectioning of the specimen to characterize the 3D orientation
field, to maintain future use of the specimen we will restrict EBSD characterization to
the surface. To calibrate nf-HEDM, a bulk charactertization technique, using just this
data, considerable care must be taken to image the free surface with the nf-HEDM
microscope. We will discuss these considerations as they arise.

EBSD data were collected on the sample top surface using an FEI Nova 600 Dual
Beam FIB-SEM and the collected diffraction peaks were indexed using EDAX TSL
software. Data were collected with an electron beam raster spacing of 150 nm. The
reconstructed microstructure is shown in Fig. 2.8. This map, however, will not be
what we compare to our nf-HEDM maps. While backscattered electron intensities
may be probed at normal incidence, indexing the diffraction patterns produced at each
spatial point required tilting the sample 70◦ with respect to the incoming electron
beam. This tilt introduces additional distortions to the imaged surface orientation
field [49] besides the distortions caused by sample drift, lens instability or stray fields
common to all SEM imaging modes. One can see the distortion qualitatively by com-
paring Fig. 2.8 and Fig. 2.7. These distortions must be corrected in order to use
the orientation-indexed EBSD image as the ground truth calibrant. The first step
is then to unmap the distortions of the reconstructed EBSD image, Fig. 2.8, using
the image at normal incidence, Fig. 2.7. (While one could use Fig. 2.7 directly
to segment grain boundaries there are two reasons we prefer to use an undistorted
version of Fig. 2.8. The first is ease of segmentation. Resolving grain boundaries in
Fig. 2.7 requires an image filter sensitive to transitions between pixel intensity. While
applying such a filter is manageable [1], the feature space of Fig. 2.7 is quite rich.
The grain boundaries would be a small subset of other features also segmented. De-
noising this signal could be an irritation. Because the reconstructed EBSD map is an
orientation field, segmenting grain boundaries reduces to the problem of finding dis-
continuities in the disorientation above some threshold, a much more straightforward
procedure. Secondly, we ultimately desire to compare the orientations reconstructed
by the nf-HEDM with the reconstructed EBSD map anyway, so we might as well get
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Figure 2.8: Reconstructed EBSD map of the calibrant’s surface grain structure. This
image was generated by indexing the backscattered diffraction pattern at each pixel
point on the sample. Here, grain orientations are mapped to an RGB colorscale so
solid color blocks represent individual grains. Noisy regions represent places where
there is no material that produces indexable diffraction. The grid resolution used is
150 nm.
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the boundaries at the same time.)
A general image distortion may be modeled with an affine transformation. In two

dimensions these transformations incorporate the effects of translation, rotation, scal-
ing, shear, and reflection; they also preserve the ratio of distances between points and
colinearity of points. Removing the distortion in Fig. 2.8 then amounts to finding the
affine transformation that aligns the external edges of the two sample representations.
Segmenting the external edges of Fig. 2.7 is easily accomplished by thresholding the
pixel intensity value at half of the average maximum intensity characteristic to the
sample material. This image is 16-bit depth and has high dynamic range, so the
contrast in intensity is very good. As a result, the rise width is very small, ∼ 100
nm, so errors associated with this thresholding are even smaller than this and are
negligible when compared to the nf-HEDM spatial errors. An illustration of this is
shown in Fig. 2.9.

To extract the edges from the reconstructed EBSD grain map, first a threshold
was applied on TSL’s ‘quality’ parameter, Q. The quality is taken to be a figure of
merit for each reconstructed voxel of the EBSD scan, similar to C for the nf-HEDM
reconstruction. Edges were then found by seeking EBSD voxels with fewer than four
nearest neighbors on the square grid. (In practice, we sought to remove arbitrariness
associated with choosing this threshold by assigning Fig. 2.7 as the ground truth
for Fig. 2.8. The threshold that gave the best correspondence (lowest cost) between
boundary sets after affine optimization was selected. We rastered over Q while iter-
atively performing affine optimization and ultimately Q = 0.35 resulted in the most
optimized match.) These edges are depicted in Fig. 2.10 in black and red for the SEM
image and EBSD reconstruction respectively. The registered EBSD reconstruction
(which will soon be discussed) is plotted also, and shows good agreement with the
SEM edges. To align these edges, we used Monte Carlo optimization around a seeded
guess. Initial rotation and translation parameters were selected by hand that would
align the two point sets. This formed a transformation, A, of the form

A =




cos(φ) − sin(φ) ∆x
sin(φ) cos(φ) ∆y

0 0 1


 (2.3)

which acts a proper rotation of angle φ with a translation of (∆x, ∆y, 0) on a point
ri = (xi, yi, 0). Relaxing the form of A to

A =




cos(φ) + δ11 − sin(φ) + δ12 ∆x′

sin(φ) + δ21 cos(φ) + δ22 ∆y′

0 0 1


 (2.4)

allows for shearing and scaling. We then generating ensembles of values for the top
six components of T , and computed a cost C, for

C =
1

NS

NS∑

i=1

NE

min
j=1

∣∣∣∣~ri,S − ~rj,E
∣∣∣∣ (2.5)
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Figure 2.9: Illustration of the sharp intensity contrast used to define the specimen
outline from the SEM image at normal incidence, later used to identify the distortion
in the EBSD measurement. The raw SEM image taken at normal incidence is shown
at the top of the figure. The plot at lower right shows the intensity of the image
beginning at the point marked O in the enlargement in the lower left. The intensity
rises 4 orders of magnitude over a distance of about 50 nm. Taking the half max
points were used to define the sample edges.
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Figure 2.10: The undistorted EBSD reconstruction (colors), shown registered to the
outline segmented from the normal incidence SEM edges (black). The outline of the
EBSD reconstruction (depicted in red) illustrates the unregistered distorted image.
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where NS is the total number of edge points segmented from Fig. 2.7 and NE is the
total number edge points segmented from the reconstructed EBSD map. This form
was chosen for C to give an of idea of the error in this registration; here C is the
average minimum distance from a point in the SEM dataset to a point in the EBSD
dataset. Performing the optimization, we find an optimal registration of

Abest =




0.980 −0.026 −0.0095
0.039 0.989 −0.0028

0 0 1


 (2.6)

depicted by component in Fig 2.11. At Abest, we observe C = 0.00025 mm. For each
variable component of A, we plot the value generated and the associated cost C. Each
ensemble of components is generated at one time, so a given transformation appears
six times in the figure. The points representing each transformation are colored by
their determinant, a proxy for the amount of shear and scale applied. Qualitatively,
we see lower costs for transformations with determinant D ≈ 0.968, more distorted
than the proper rotations of D ≈ 1 but not as distorted as those with D < 0.968.
Viewed in a different way we can examine how C varies as a function of the entire
transformation. For this we utilize the spectral norm nspec of a transformation T ,

nspec = ||T ||2 =
[

maxλ(T †T )
] 1

2 (2.7)

where we define λ(T ) to be a function that returns the eigenvalues of T . One can
look at the spectral norm as a matrix norm, such that ||T − T ′||2 represents the
‘distance’ from T to T ′. Plotting these quantities for our ensemble of transformations
in Fig. 2.12, we note that the bulk of transformation considered register the datasets
within half a micron; Abest registers these datasets on average to within about 25
nm. The undistorted EBSD reconstruction in Fig. 2.10 will serve as the ground truth
calibration for the subsequent nf-HEDM characterization.

2.2.2 nf-HEDM Characterization

2.2.2.1 Methods

Characterization of the calibrant using the nf-HEDM occured at APS-1ID. An inci-
dent beam energy of E = 65.351 keV, corresponding to the Hf K absorption edge, was
selected to conduct the experiment as a balance between penetration power and over-
all machine efficiency. Hf foil was used to calibrate the beam energy to within ∼ 10
eV of this value. Uncertainty in the energy δE, gives uncertainty in the scattering
angle of δθ, given by the differential form of Bragg’s Law [11]

λ = 2d sin θ (2.8)

δλ = δd
∂λ

∂d
+ δθ

∂λ

∂θ
(2.9)

δλ

λ
=
δd

d
+ δθ cot θ. (2.10)
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Figure 2.11: Cost landscape in each component of the affine transformation used to
register the SEM and EBSD outlines. Each point in each plot represents the cost from
one transformation; the x-value of the point is the value of the labeled component
for that transformation. A given transformation then appears once in each subplot.
Transformations are colored by the determinant of each. The units of C are mm. Cost
minima have high dynamic range for all components except A12.
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Figure 2.12: Collection of transformations considered to register EBSD and SEM
datasets, plotted as a function of spectral distance from the lowest cost transforma-
tion, Abest. Each point represents one transformation and is colored by its deter-
minant. The cost of each transformation, C, is the average minimum distance from
a boundary point in the SEM dataset to a boundary point in the EBSD dataset.
Both mostly rotational (det(A) > 0.976) transformations and transformation with
more shearing and scaling det(A) < 0.960 exhibit higher costs, when compared to
transformations within this ‘Goldilocks’ zone.
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Assuming an undeformed lattice, δd = 0, and

δθ = tan θ
δλ

λ
= tan θ

δE

E
, (2.11)

δθ . 1/4 × 10−3 for scattering angles less than 30◦. At typical Li ∈ [4, 8] mm, the
worst case pixel motion implied by this uncertainty in θ is < 1 pixel, so these uncer-
tainties will not be considered for the following analysis.

Before collection of experimental data, considerable care was taken to examine
the geometry of the beam-sample system, so as to measure as near to the surface of
the calibrant with the line-focused x-ray beam as possible. First, the beam was fo-
cused in the vertical dimension as narrowly as possible. This ensured that any effects
associated with illuminating subsurface grain volume were minimized. At this point,
the beam’s vertical extent was measured using x-ray florescence; simultaneously, the
sample’s ‘in beam’ coordinates were recorded to note exactly the position where the
beam began grazing the top surface of the sample. X-ray florescence uses an energy
dispersive detector to distinguish characteristic x-rays emitted by the decay of excited
atoms. In this case, the incident energy of 65 keV excited L and M shell electrons
of the gold atoms, whose decays were detected while the sample was translated into
the line-focused x-ray beam. The results of this scan are shown in Fig. 2.13. The
monotonically increasing function shown in blue is the raw intensity registered on the
energy dispersive detector as a function of sample position along ẑ in the reconstruc-
tion coordinates, defined by the schematic of the measurement in Fig. 2.14. Gaussian
and Lorentzian fits to the raw data are shown in purple and red respectively and have
the parameters given in Table 2.2. Given the smaller RMS error of the Gaussian pro-

Table 2.2: The values in this table characterize the width of the beam implied by
fitting the results from the gold florescence scan to error and Cauchy functions. The
Gaussian fit has lower RMS error and does not overfit the tail of the blue curve in Fig.
2.13. From this, we choose a Gaussian with σ = 0.755µm to model the beam profile
in the vertical direction (height). This corresponds to a full width at half maximum
(FWHM) of 1.8 µm; we take this to be the narrowest cross section we can acquire
with the nf-HEDM microscope.

Functional Form Width Parameter Value FWHM [m] RMS Error [I]
Gaussian σ 7.55 ∗ 10−4 2

√
2 log 2σ = 0.0018 56.25

Lorentzian γ 5.70 ∗ 10−4 2γ = 0.0011 70.12

file and tendency of the Lorentzian to overfit the tail of the raw data, the Gaussian
profile with σ = 0.755µm was chosen to model the height of the beam. This width is
an upper limit on the actual beam height; any tilt of the sample relative to the beam
plane will broaden the observed transition. As discussed below, we find that such a
tilt does exist. We take the full width at half maximum (FWHM) of 1.8 µm implied
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Figure 2.13: Experimental results from the florescence scan conducted using the gold
specimen. The horizontal axis is scaled using relative coordinates. The vertical axis
shows intensity registered on the energy dispersive detector as a function of sample
position along ẑ. The raw data collected is shown in blue. Those points were fit to
an error function and the cumulative distribution function of a Lorentzian (Cauchy
distribution), the results of which are plotted in purple and red, respectively. The
Gaussian and Lorenzian beam profiles implied by these absorption curves are also
plotted in purple and red. In both cases the beam height, as measured by the FWHM,
is less than 2 µm .
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x̂ŷ

ẑ

Detector

Figure 2.14: A schematic depicting the collection of the x-ray fluorescence data. The
line-focused beam, depicted in blue, is incident in the +x̂ direction. The sample is
translated in the +ẑ direction into the beam from below. Fluorescent x-rays emitted
by the sample are collected on an energy dispersive detector when the sample is
illuminated by the beam. This measurement was used to determine the vertical
beam profile, the exact location of the specimen’s top surface, and the effective point
spread function of the nf-HEDM detector at normal incidence.

by this width to be the thinnest cross section we can collect using the nf-HEDM mi-
croscope with the x-ray focusing configuration achieved during this experiment. This
thickness also corresponds to the limit of the approximation of a truly line-focused
x-ray beam, as the best one can do with this limitation is to measure the scattering
from within ∼ 2µm of the surface sampled by the EBSD. Grain boundaries measured
with nf-HEDM that have normal vectors close to ẑ (defined by Fig. 2.14) may have
comparatively large spatial errors when compared to the EBSD reconstruction, if not
corrected by extrapolating them from cross sections further from the sample surface.

Performing the fluorescence scan also identified the point at which the beam be-
gan to graze the top of the sample. By recording this position, the intent was to
lower the sample slightly from this position, and then to incrementally translate it
into the x-ray beam, thereby measuring as close to the top surface as possible and
subsequently recording the subsurface microstructure. Data collection began with
the specimen at the location corresponding to a sample height of -1 µm on horizontal
scale of Fig. 2.13. At this location, the specimen was thought to be just clipping the
beam tail; moving +2 µm vertically would then illuminate the first 2 µm of sample
surface with the ∼ 2 µm beam.

At these locations, nf-HEDM diffraction data were collected in 0.1◦ integration
steps on the interval ω ∈ [−180◦, 180◦] at rotation-axis-to-detector distances of Li ∈
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{5.0, 6.5, 8.0, 9.5, 11.0}. The Aerotech rotation stage was used to provide rotation
about ω̂, in the E-hutch of Advanced Photon Source Beamline-1ID at Argonne Na-
tional Laboratory. While it is typical to collect experimental data in 0.5-1◦ integration
steps on a total angular interval of 180◦ at two or three values for Li, desire for op-
timum orientation and spatial resolution motivated collection of more data. This
extended parameter space can also be further investigated to highlight improvements
to the experimental technique. At 8 MB for each raw diffraction image collected, each
144 GB cross-sectional layer of 1.8 ∗ 105 images represents considerable data volume.
Five such contiguous layers including the nominal surface layer were collected with
2 µm spacing between layers. After collection of these layers, 10 bulk layers were
collected with Li ∈ {5.0, 6.5}.

Following data collection, data were processed using a pipeline required by the
current implement of the IceNine software package [15, 10]. This pipeline is depicted
schematically in Fig. 2.15. The reconstruction process begins with the determination
of an approximation for E using the raw data. Following this step, diffraction peaks
are segmented from the raw data to form binary images. These binary or ‘reduced’
images are then used to perform Parameter Monte Carlo (PMC) optimization to
improve the match between E and the manifest physical setup. Following this proce-
dure, the orientation reconstruction is performed after which its quality is evaluated.
If heuristic criteria indicate that the reconstruction quality is sufficient, the PMC and
reconstruction processes may be repeated after increasing Qmax , to consider more
diffraction information in the analysis. Ensuring reconstruction quality prior to iter-
ation of the PMC and further reconstruction is necessary to maximize the likelihood
of convergence. Qmax is increased until high-Q scattering simulated is not visible in
the binarized images. Following this process, the microstructural volume is processed
to build a 3D orientation field. After collecting the raw diffraction data, raw image
analysis was performed to determine the parameter sets E = {j0, k0, L0, . . . j2, k2, L2}
that define an approximate position for the projection of the rotation axis on each
detector and the detector’s distance from the rotation axis. The remaining Lis will
be the subject of study discussed later. Following this procedure, to manage data
volume, adjacent images within 1◦ angular bins were summed together. The effects
of reconstructing the microstructure with more finely graduated angular bins will be
analyzed later. The background field associated with collecting intensity on the nf-
HEDM CCD detector is relatively constant as a function of integration time. Because
of this, an additional background subtraction step was performed on each integrated
1◦ wedge before applying Lind’s method [1] to segment peaks from the raw diffraction
data. Parameters used to segment peaks from the raw data are shown in Table 2.3,
though these parameters have been shown to impact the segmentation only weakly.

Following segmentation, the aforementioned parameter Monte Carlo procedure
was used to optimize E. After each Monte Carlo was performed, Qmax was incre-
mented, and the Monte Carlo procedure rerun. With each successive value of Qmax

, more constraining peaks were used to restrict the low-cost parameter space avail-
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Figure 2.15: A schematic of the nf-HEDM reconstruction pipeline used in this work.
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Table 2.3: The values in this table were used while performing Lind’s peak segmen-
tation method. For more information about the interpretation of these variables, see
[1].

Parameter Value
Blanket Subtraction [counts] 5.0
Peak Height Ratio 0.1
Minimum Pixels Accepted 4.0
Median Filter Radius [pixels] 1.0
Gaussian Kernal σ [pixels] 0.75

able. In this way, though the reconstruction may be non-unique, at comparatively
large values of Qmax , the phase space available to the reconstruction is much more
restricted. In this case, Qmax was increased until peaks were simulated that were too
weak to detect and corresponding uniform decreases in C noted. Reconstructions
were then performed just below this threshold. Reconstructions discussed for this
specimen were performed incorporating peaks with up to |Q| ≤ 16 Å−1, which im-
plies that each voxel was reconstructed using ∼ 1100 Bragg peaks.6 Reconstructions
were performed using (equilateral) triangular voxels with side-length of 1.41 µm .

2.2.2.2 Results

Reconstructions of the top four cross-sectional layers, including the surface layer(s),
are shown in Figs. 2.16 and 2.17. At first blush, we recognize the microstructure of
the specimen as seen from the surface characterizations. There are several features
of interest, each of which deserves some attention:

1. The surface was not captured in one cross sectional layer - during data collection
the specimen surface, assumed to be parallel to the beam plane (and flat), was
tilted at some small angle θ with respect to the beam.

2. Almost all grains are present in the reconstruction; notably absent is the thin
grain immediately adjacent and parallel to the trench feature. This grain is
depicted in blue in Fig. 2.10.

3. Reconstructed grain boundaries are mostly straight, though some curvatures
exist where they appear not to in Fig. 2.10

6Typical reconstructions used for science, not calibration utilize Qmax values between 10-12 Å−1.
For a similarly collected experiment with the rotation interval [−180◦, 180◦], this corresponds to
∼ 250 and ∼ 490 peaks respectively, though in practice, if the rotation interval is [−90◦, 90◦] many
of the reciprocal lattice vectors responsible for observed diffraction will intersect the Q-locus only
once, so there will be fewer peaks than this collected.
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Figure 2.16: Reconstructions of the top three layers of the specimen. The first col-
lected layer is labeled z0 and corresponds to the data collected with the specimen
at −1 µm relative to the beam in Fig. 2.13. Each subsequent cross section comes
from translating the sample along ẑ by 2 µm and re-scanning the cross section. Each
reconstructed shown has been thresholded at C = 0.8. Reconstruction voxels are equi-
lateral triangles with side-length equal to 1.41 µm . For reconstructions that follow,
the line-focused incident beam travels along the +x̂ direction, with the illuminated
cross section depicted. ω̂ points out of the page.
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Figure 2.17: This is the fourth layer of microstructure reconstructed, counting z0 as
the first.
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4. The distinctive shape of the embedded grain in Fig. 2.10, depicted brown in
that map, and in lavender Fig. 2.16, (henceforth referred to as the ‘embedded
twin’, as subsequent analysis will reveal this grain is an FCC coherent twin) is
lost in the nf-HEDM reconstruction.

5. The outer edges of the specimen are rounded, with each grain extending into
free space farther than its EBSD characterized counterpart; similarly the trench
feature lacks definition.

6. The average C parameter of the reconstruction for most cross sections is ∼ 0.95,
excluding the ‘antenna’ protrusion. As each voxel is independently recon-
structed, this means each voxel is optimized such that it overlaps ≥ 990 diffrac-
tion spots. Clearly then, all C = 0.95 fits are not equivalent

7. Deviations from C ≥ 0.95 occur mostly at the free surface, at grain boundaries,
and within and above the embedded twin.

To the first point, having a relative tilt of the specimen and beam plane is non-ideal.
First and foremost, analyzing these results becomes complicated by the fact that the
proper representation of the surface in this case is best approximated by the union
of z0 and z1. A schematic showing why this is true is shown in Fig. 2.18. In this
depiction, the (tilted sample) is illuminated by the approximately planar beam; in
this case, because the cross sectional spacing is approximately equal to the beam
height, we choose to show its finite extent. To the left of the dotted vertical line,
the surface is illuminated at z0 and to the right of it, the surface is illuminated at
z1. Accurately representing the surface requires taking the union of these two regions
which are highlighted in dotted yellow. Added complications arise because the limits
of each reconstruction are defined by specifying a value for C. Proper determination
of the surface structure requires computing and minimizing some cost for each point
in the space defined by (Cz0 , Cz1). This will be discussed in more detail in the sec-
tions following. Further, the sample being tilted implies that there will be errors in
locating the grain boundary surface position arising from the finite beam thickness.
We consider this effect immediately following brief discussion of these results.

Regarding the absence of the thin grain immediately adjacent to the trench, the
most likely culprit for this phenomenon is the size of the grain. Only ∼ 2.5 µm in
width, when the grain’s diffracted beams are compressed by the projection geometry
the scattering is unlikely more than a single pixel row in extent. Coupled with de-
creased intensities due only to containing less scattering volume, these signals may
easily be discarded as noise by the segmentation. Some combination of more sophisti-
cated detector technology, increased segmentation sensitivity, and experimental care
is required to resolve features of this size and smaller

The reconstructed curvatures, as we will later show, are the result of some slight
discrepancies between E and E0, the physically manifest experimental geometry.
These discrepancies cannot be eliminated with current technologies, but the errors

53



z1

z0

Figure 2.18: An illustration of the cross sections necessary to properly reconstruct
the surface, if the entire surface is not contained in a single cross section. The proper
representation should be the union of the highlighted portion of z0 and the highlighted
portion of z1.
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they cause will be explored in later sections. These factors may contribute to the
lack of reconstructed shape definition of the embedded twin, but for this grain other
factors are at play too. In this case, analysis from section 2.2.2.3 will show that the
grain shape of the embedded twin varies considerably as a function of cross section.
Any failure to illuminate the surface exactly may then result in missing the scattering
required to reconstruct this distinctive shape. Further, because the twin is embed-
ded, voxels near the grain boundary surface see two minima corresponding to parent
and twin orientations in the orientation cost landscape. In that case, the details of
the optimization procedure,e.g. size of window in orientation search Monte Carlo,
or discretization noise (boundary lies within one voxel) may also result in imperfect
reconstruction on the boundary.7

Errors in the embedded twin geometry are not the only spatial errors evident
from Figs. 2.16 and 2.17. Comparing the nf-HEDM reconstructions to the undis-
torted EBSD ground truth, we see considerable blooming of the specimen on the
free surfaces. Orientations are being reconstructed in sample space where no sample
manifestly exists. This effect has been well documented [1] and has been attributed
to the effective point spread function of the nf-HEDM CCD detector. As previously
mentioned, the diffracting x-ray beams couple to the CCD using a crystal scintillator
the emits visible light when struck with x-rays. The scintillating layer of the crystal
has finite thickness t, where t ≈ 10 µm , and as a result, peak edges are smeared out
by a 2θ dependent distance,

δp = t tan 2θ. (2.12)

Any aberrations or focusing errors of the optics that focus the scintillated light into
the CCD can also contribute to this effect, even at normal incidence. At relatively
small scattering angles, peak edges can be broadened by non-negligible amounts. This
results in a Gaussian error function edge of finite width associated with the perimeter
of each diffraction peak collected; if grain boundary voxels are reconstructed, peak
dilation effects from the peaks of grains on either side of the boundary offset and the
boundary position is properly located. However, on the free surface, peak dilation
from the surface grain has no competition for an alternate orientation and the op-
timized solution includes reconstruction of orientations in free space. See [1] for a
complete discussion.

It is at these free surfaces where the most variation in C takes place. We also note
drops in C which are approximately one voxel in width at the grain boundaries and
associate these dips with the grain boundary itself passing through these voxels. The
voxel then contains both orientations and achieves a suboptimal solution for either
orientation. In Figs. 2.16 and 2.17, these dips are sometimes covered by the plotted

7As implemented here, the orientation reconstruction begins with a breadth-first search of ori-
entation space [50]. Costs are computed on a discretized grid in orientation space and candidate
orientations are refined by Monte Carlo before a final orientation optimization takes place. Presented
with approximately equal unoptimized costs for both parent and twin orientations, this results of
this method of orientation search becoming sensitive to how the Monte Carlo is performed.
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grain boundary lines. Other regions of comparatively lower C are present in the lower
region of z0; we attribute this to reduction in intensity from the scattering there re-
sulting from illumination by the tail of the Gaussian beam. In each cross section, the
embedded twin appears reconstructed at lower value of C. As previously mentioned,
the comparatively small size of this grain may play some role in diffracting less in-
tensity overall, so some peaks belonging to this grain may have been underexposed
during experimental data collection.

2.2.2.3 Errors From Imperfect Sampling of the Surface - 1D Correction

Finite beam height effects will play a role as we attempt to probe the surface structure
with a beam of finite height. We assume first that the microstructure reconstructed
will be the region illuminated by the brightest part of the Gaussian beam that inter-
sects that cross section. The justification for this is that the signal will be stronger
for the diffraction originating from that part of the cross section. For an incoming
beam intersecting a bulk sample, the cross section reconstructed will be that which
intersects the peak of the Gaussian beam profile. As always, only that volume which
is illuminated can diffract. If only the tail of the beam intersects the the sample
surface, the brightest part of the beam will result in the dominating signal, and in
that case, the volume nearest the sample surface gives the most signal. The origin
of the strongest signal (thus the cross section reconstructed) is highlighted in yellow
dashed in Fig. 2.19, a schematic of the geometry associated with a cross section of
finite height. By these arguments, only regions where r > 0 require correction. In
this figure, δr is the error in the assumed surface boundary position from being a
height δz below the surface point relative to the planar cross section. Assuming that
θ can be estimated from the first two reconstructions, then δz can be found for a
given point on the reconstruction by

tan θ =
δz

r + δr
. (2.13)

Given a grain boundary inclination (relative to the reconstruction) of φ, then

tanφ =
δr

δz
(2.14)

or

δr =
r tan θ tanφ

1− tan θ tanφ
, (2.15)

using 2.13.
By inspection, the normal to the tilt plane of the sample with respect to the beam

lays almost completely in the yz plane, thus requiring correction of the boundary
locations along ŷ only. Unfortunately, there is no good way to set the origin of r̂,
i.e. the location where the peak of the Gaussian beam intersects a cross section.
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Figure 2.19: The error, δr, of interpreting the reconstructed microstructure as the
surface microstructure if the bulk of the diffracted signal occurs below the surface.
The reconstructed cross section appears dashed. δr depends both on the tilt of the
specimen vis-a-vis the beam, θ, and the grain boundary inclination angle, φ. Here,
the Gaussian beam profile is depicted in blue, with the illuminated area also in blue.
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We know the point where the tail of the beam intersects z0 because diffracted signal
stops being reconstructable where there is material, at about the start of the trench
feature. We do not know how far this cross section would extend, however, because
of the absence of material to reconstruct beyond the ‘antenna.’ We do know a sure
upper bound for θ, by assuming the cross section of z0 spans only the antenna feature
to the point where the reconstruction stops, a total of 91 µm along ŷ. The beam is
∼ 2 µm, so θmax ≤ tan−1(91/2) = 1.55◦. In reality, this is probably a considerable
over-estimate; there is no clipping of the ‘antenna’ at the top of z0 in Fig. 2.16, and
C is comparatively low at the bottom of the reconstruction, evidence that the tail of
the beam illuminated that section of microstructure. We see no corresponding drop
at the top of the structure, save for the ‘antenna’ which has reduced C values in each
cross section. This implies perhaps that better initial alignment may have illuminated
the entire surface volume, tilt or not, within the ∼ 2 µm beam height; the best made
plans sometimes go awry.

Taking our bound for θ, we can then examine the errors δr as a function of grain
boundary inclination for the 1D case. These curves are plotted in Fig. 2.20, along
with the implications for reconstructions of z0 and z1 under the almost certainly in-
correct assumption that what was reconstructed of z0 was all that could possibly be
illuminated at θmax. Under these assumptions, corrections become necessary at the
black solid lines on each reconstruction, with each color then corresponding to the
curves at the top of Fig. 2.20. The black line corresponds to the location where the
beam maximum would intersect the sample surface. In this case, δr errors are in
the ŷ direction. Because θmax is relatively small, for most boundary inclinations the
errors from the finite beam height are considerably smaller than the errors associated
with the sample space discretization, which we take to be on the order of half the
voxel size.

The next step is to evaluate the grain boundary inclination angles along ŷ in order
to estimate the possible magnitude of these finite beam height effects. This requires
examining each grain boundary at each cross sectional layer and then finding a grain
boundary normal from the plane defined, either by fitting a plane or some other such
operation. The projections of these boundaries onto a single plane is shown in Fig.
2.21. Qualitatively, we note the most inter-layer variation for the embedded twin.
The layer spacing is only 2 µm however, so we will still need to consider what appear
to be slight variations as possibly important. Estimating the range of δrs possible for
each grain boundary requires estimating φ for each boundary, and using our upper
bound for θmax to evaluate Eq. 2.15 for each boundary. To estimate φ, because most
boundaries here are quite straight, we will use principle component analysis (PCA) to
identify the grain boundary inclination and normal vectors. Qualitatively, performing
PCA involves diagonolizing the covariance matrix; the eigenvector of the covariance
matrix with the largest eigenvalue is the direction with the highest variance. The
remaining eigenvectors are the directions of maximum variance once variations in the
direction of the first and subsequent eigenvectors are removed. Performing PCA on
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Figure 2.20: Estimation of possible errors in grain boundary position as a result of
finite beam height, based on one particular set of assumptions. If the upper bound
for θ is assumed, errors due to this effect accumulate past the black lines on each cross
section. The multicolored curves correspond to the plot above with each a different
distance from the intersection of the beam maximum with the specimen surface. At
each curve, for fixed φ in the ŷ direction, upper bounds for finite beam size errors are
given by the value of the curve at that point.
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Figure 2.21: Projection of the grain boundary traces at each reconstructed cross
section. Most boundary positions vary little as a function of cross section (again,
cross sections are spaced at 2µm), indicating planar boundaries with one principle
axis along ẑ. A notable exception is the embedded twin, whose boundary traces follow
a different plane.
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(a) (b)

(c) (d)

Figure 2.22: Examples of grain boundary normals (blue) and inclinations (green)
found using principle component analysis. Black points are grain boundary points
extracted directly from the nf-HEDM reconstructions. (a), (c), and (d) are viewed
normal to the inclination and grain boundary normal directions, while (b) is tilted
off axis to illustrate a different view.

points in 3D space identifies an approximate planar representation of these points
with the smallest eigenvalue’s eigenvector the plane’s normal. While using PCA for
this purpose in general is rather crude (grain boundaries are often curved patches,
so finding locally flat facets that tile the space is computationally challenging), in
this case, most grain boundaries are quite planar, so the approximation is acceptable.
Some examples of the results of separating grain boundary points and identifying
plane normals and inclination vectors in this way are shown in Fig. 2.22.

One grain boundary inclination was not found using PCA. Examining the grain
boundaries depicted in Fig. 2.21, the embedded twin’s boundary is comparatively
noisier. The reasons for this are twofold. The first is geometry. Because the grain is
thin, the overall integrated diffracted intensity is less, which results in difficulties seg-
menting its scattering during the binarization step. It is also completely surrounded
by another orientation, so another solution to the FMM reconstruction could be re-
construction of its ‘parent’ grain with only minor abuse of the latter’s orientation.
Further, because the twin is completely embedded, removing a single boundary facet
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is not possible without some arbitrariness. The second reason is the twin’s orienta-
tion relationship with its parent. As previously mentioned, these grains are related
by a 60◦ around a common crystallographic 〈111〉 axis. By plotting this axis in the
laboratory frame, we can see by inspection that the it matches the boundary normal
of the longer straight sections of the embedded twin. From this observation, we know
that the grain is a ‘coherent’ twin. Because this is is a well-annealed specimen, the
twin’s boundary plane should then be well defined by the two orientations of parent
and twin, and we can use the orientation resolution of the nf-HEDM microscope to
deduce the plane normal and inclination. Doing so, the common crystallographic
〈111〉 in the laboratory frame is

n̂twin =



−0.71
0.38
0.60


 . (2.16)

We can easily examine the intersection of the plane with the various cross sections
and confirm that it describes the twin’s inclination, as in Fig. 2.23. There, the
intersection of this plane is shown in green and tracks the twin through the layers ex-
amined. Given that each boundary inclination has been found, establishing potential
δr displacements for each simplifies to finding φ and then applying Eq. 2.15. To a
good approximation, the specimen surface normal is in the yz plane, so the important
component of the boundary inclination, b̂ is the z component, so

φ = sgn(b̂ · ŷ) cos−1 b̂ · ẑ. (2.17)

Plotting the boundaries while encoding each φ value clearly shows which boundaries
may need correction. This plot is shown in Fig. 2.24. Again, higher absolute values of
φ correspond to boundaries more susceptible to errors due to the finite beam height.
Without knowing the origin of r, which boundaries satisfy r > 0 and could benefit by
correction is unknowable. Instead, we can test each boundary’s response to correction
to determine the magnitude of possible corrective factors. The magnitude of one set
of possible corrections are tabulated in Table 2.4 for the boundaries enumerated by
Fig. 2.24. Because we do not know the lines for each reconstruction at which r = 0
for each reconstructed cross sectional layer, we examine only the cases here for which
r = 40 µm. From these considerations, we see potential errors of about half a µm or
more for boundaries 5, 8, and 9. Boundary 9, the surface of the embedded twin, is the
most susceptible to these errors, unsurprising given its φ value. We expect the most
serious deviations in boundary position to occur for this boundary. Given the linear
dependence of δr on r, the relative magnitudes of these values are constant. This
scaling relative to the most susceptible boundary (9) is given in column four of Table
2.4. The errors from this effect for most boundaries grow at less than half the rate as
the errors associated with boundary 9. All errors are within one reconstruction voxel
side-width.
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Figure 2.23: Trace of the crystallographic twin plane intersecting the reconstructed
cross sections shown. This plane was determined using only the orientation relation-
ship from the embedded twin and its parent, and is seen to track the boundary trace
of the embedded twin quite well. This confirms that these Σ-3 related grains are, in
fact, coherent twins, and establishes an inclination plane for this grain without using
principle component analysis.
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Figure 2.24: The grain boundary traces from Fig. 2.21, colored by φ, their grain
boundary inclination angles relative to ŷ. As noted from the previous figure, most
boundaries have an inclination close to parallel to ẑ; boundaries (8) and (9) deviate
most strongly from this trend.

64



Table 2.4: Tabulation of possible errors in assumed surface boundary position due to
finite beam height for each boundary depicted in Fig. 2.24. The third column lists
some possible values for these errors along ŷ assuming each boundary point is 40 µm
from the point at which the beam maximum intersects the sample surface. The last
column gives possible errors for each boundary as a fraction of the error on boundary
(9).

Boundary Number φ [◦] δr|r=40 µm [µm] |δri/δr9|
1 -3.18 -0.060 0.076
2 3.70 0.186 0.237
3 -14.45 -0.277 0.352
4 -16.10 -0.309 0.393
5 22.50 0.453 0.576
6 16.28 0.319 0.406
7 8.28 0.158 0.201
8 -32.81 -0.686 0.873
9 -36.52 -0.786 1.000
10 -8.43 -0.160 0.204
11 22.38 0.451 0.574

2.2.2.4 Characterization of Errors in Boundary Position

The relative error between the grain boundary positions of the ground truth EBSD
surface characterization and the surface reconstructed by nf-HEDM is of particular
interest. As mentioned previously, however, deciding what combination of cross sec-
tions represents the ‘surface’ is not obvious. Some combination of z0 and z1 is the
closest approximation, however, we need to determine (Cz0 , Cz1) in order to construct
this union. Intuitively, if there is material reconstructed in z0, the reconstructed orien-
tations from this cross section should be retained over the reconstructed orientations
from z1. Where there are orientations reconstructed in z1, but not in z0, these should
be retained and combined with the orientations reconstructed from z0. The proper
combination should closely match the surface characterized by EBSD. Accordingly
the following heuristic was employed:
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Algorithm 1: Return the specimen surface.

Data: z0, z1, Cz0 , Cz1 ∈ [0, 1], EBSD surface boundaries {rEBSD}
Result: Return reconstruction of sample surface, zsurface

begin
Cz0 ← 0;
Cz1 ← 0;
δC ← 0.01;
K ←∞;
C1 ← NaN;
C2 ← NaN;
zreturn ← ∅;
while Cz0 ≤ 1 do

while Cz1 ≤ 1 do
z0 voxels← z0 voxels|Ci>Cz0 ;

z1 voxels← z1 voxels|Ci>Cz1 ;

zsurface ← z0 voxels ∪ [z1 voxels /∈ z0 voxels];
k = GetCost( {rEBSD} , zsurface ) ;
if k < K then

K ← k;
C0 ← Cz0 ;
C1 ← Cz1 ;
zreturn ← zsurface;

end
Cz1 ← Cz1 + δC

end
Cz0 ← Cz0 + δC

end
return (C0, C1, zreturn);

end

Here, GetCost() was defined to be a function returning the average minimum dis-
tance from the set of points {rEBSD} and the centers of the common sides between
reconstructed voxels in zsurface with disorientation ≥ 5◦. We illustrate these points in
Fig. 2.25. Due to the relative differences in physical coordinates of the reconstructed
nf-HEDM cross sections and the reconstructed EBSD surface, GetCost() also con-
tained a physical registration step. A grid search of various translations and rotations
of the reconstructed nf-HEDM boundary points was conducted and the RMS errors
returned for each. The registration with the lowest cost was then returned. This
process is outlined in Algorithm 2 in Appendix A. Following use of the algorithm
above, C values of (Cz0 , Cz1) = (0.85, 0.82) were determined to produce the surface
microstructure closest to the undistorted EBSD image. Curves showing slices of the
cost space along (x, y) are shown in Fig 2.26, for the globally lowest cost C values,
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Figure 2.25: A schematic illustrating the definition of an nf-HEDM ‘boundary point.’
For voxels with disorientation ≥ 5◦, the common side, depicted here in green, defines
the 1D boundary for a 2D cross section. The midpoint of this common side, here in
black, serves as a useful proxy for the position of the boundary. For a collection of
cross sections, these points may be integrated to form a 2D surface.

(b)(a)
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st

x [mm] y [mm]

Figure 2.26: These points are values for εbest as a function of the optimization param-
eters x and y, defined in Algorithm 2. Each x and y value has multiple εbest values
associated with it corresponding to different θ and y or x values respectively. The
minimum in εbest corresponds to the overall best registration between the HEDM and
the EBSD datasets, at the values of C that defines give the nearest surface match.

(Cz0 , Cz1) = (0.85, 0.82). A side-by-side comparison of these surfaces is shown in Fig.
2.27, with the boundaries extracted from the HEDM plotted on top of the EBSD
fit. Qualitatively, we observe good agreement for most boundaries, with the largest
deviations occurring near boundaries 8 and 9, consistent with the previous analysis.
Computing, 〈∆〉, the average minimum distance between all NH nf-HEDM boundary
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(a) (b)

50 µm

Figure 2.27: (a) EBSD orientation map with boundaries from reconstructed surface
layer of nf-HEDM plotted (b) nf-HEDM surface reconstruction with EBSD boundaries
plotted. Images plotted at the same scale.

〈∆〉With Twin 0.93± 0.83 µm
〈∆〉No Twin 0.62± 0.58 µm

Table 2.5: Average minimum distance from HEDM boundary center to nearest EBSD
boundary pixel.

points ~rH,i and the nearest EBSD sample point, i.e.

〈∆〉 =
1

NH

∑

i

min
j
|~rH,i − ~rE,j|, (2.18)

gives 〈∆〉 = 0.93 ± 0.83 µm. Of course, by definition, 〈∆〉 ≥ 0. The distribution
of this quantity is shown in Fig. 2.28. Excluding the embedded twin boundary,
〈∆〉 = 0.62 ± 0.58 µm. The magnitude of these errors is about half the voxel side
width, so given that discretization errors are on this order, this result should be taken
as confirmation that statistically, the spatial measurement of the technique is limited
by size of the CCD detector pixels and that boundary positions are determined to
within that resolution.

2.2.2.5 Characterization of Orientation Resolution

To compare the orientations reconstructed by the two techniques, the nf-HEDM ori-
entations were rotated into the reference frame of the EBSD sample. To find the
rotation that would best achieve this, an optimization was performed that minimized
the grain-averaged misorientation between like grains. To accomplish this, a guess
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Figure 2.28: The distribution of ∆, the minimum distance from a HEDM boundary
point to the nearest EBSD boundary point. The large right tail in the red colored
distribution corresponds to boundary segments from grain boundaries 9.
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Figure 2.29: Grain identification numbers used in Table 2.6.
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Table 2.6: A summary of the registered orientations reconstructed in the nf-HEDM
and EBSD measurements. The orientations of the grains reconstructed by HEDM
are transformed into the reference frame of the EBSD reconstructed orientations by
applying a transformation that minimizes the sum of the misorientations between the
two states, excluding grain 4.

Grain ID Eulers HEDM (ZXZ) Eulers EBSD (ZXZ) IGMHEDM [◦] IGMEBSD [◦] ∆g [◦]
1 (77.63, 31.57, 275.64) (78.07, 31.61, 275.26) 0.049± 0.030 0.24± 0.11 0.2347
2 (295.71 27.54 78.77) (295.67 27.33 79.00) 0.043± 0.023 0.21± 0.11 0.2951
3 (52.65 50.79 335.93) (52.59 50.65 335.90) 0.049± 0.030 0.24± 0.11 0.1664
4 (210.00 21.20 184.79) (78.15 31.61 275.16) 0.036± 0.024 0.24± 0.11 59.91
5 (281.14 26.86 97.03) (281.09 26.69 97.13) 0.06± 0.027 0.22± 0.10 0.1809
6 (17.42 3.23 333.42) (18.38 3.12 332.46) 0.022± 0.0092 0.20± 0.095 0.1202
7 Not Found (209.18 20.92 185.75) — 0.30± 0.16 —
8 (161.75 35.06 158.17) (161.54 35.06 158.53) 0.38± 0.20 0.26± 0.13 0.2284
9 (157.49 40.17 233.12) (157.42 40.15 233.25) 0.038± 0.026 0.25± 0.11 0.0917
10 Not Found (209.25 20.95 185.74) — 0.36± 0.22 —

for the optimum transformation was made by using the known spatial registration
between states. Then, 1.5 ×106 small random rotations about random axes were
generated and composed with the guess. The transformation that minimized mis-
orientation between the grain averaged orientations for each grain pair was retained
and applied to the HEDM orientations. The transformation found corresponds to a
118.15◦ rotation about the axis

n̂axis =



−0.002677
−0.000064
−0.999996


 , (2.19)

very close to a rotation purely about ẑ. Grain 4, as enumerated in Fig. 2.29, was not
used to determine the optimum orientation transformation, because the orientation
reconstructed in the HEDM measurement is that of its Σ-3 related neighbor grain.
The transformed grains were then directly compared to the orientations reconstructed
by the EBSD measurement.

Examining Table 2.6 shows good agreement between the two datasets. Exclud-
ing grain 4, the mean misorientation, ∆g, between average grain orientations is
0.188± 0.070◦. Grain 4 illustrates an interesting case in which the orientation recon-
structed from the HEDM data is that of a Σ-3 connected neighbor and corresponds
to a misorientation of ∼ 60◦. Intragranular misorientation (IGM) measures the aver-
age misorientation between a grain’s constituent voxels and its average orientation.
Generally, smaller IGM is associated with grains reconstructed from HEDM data.
One outlier with particularly high IGM for the HEDM data set is grain 8, the grain
forming ‘antenna’ feature. This grain served as the handle used by micromanipu-
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lators which were used to place the specimen on the mount, so we associate higher
IGM in this region to deformation caused by gripping the specimen. Excluding that
grain, average IGM for the HEDM data set was 0.0437± 0.0134◦, nearly an order of
magnitude smaller compared to the EBSD average IGM of 0.2530 ± 0.0470◦. Given
that these grains were well annealed during sample preparation, low IGM is expected.

2.2.2.6 Angular resolution study

The orientation resolution of the HEDM measurement depends on the size of the
angular integration used to perform the reconstruction. When a diffracted peak is
captured on the detector during an integration window ∆ω, it is known that the re-
ciprocal lattice vector corresponding to that peak intersected the Q-locus and fulfilled
the Laue condition at some point during ∆ω. The search for a consistent orientation
during the reconstruction then simplifies to finding a lattice orientation whose recip-
rocal vectors, if rotated over the entire angular range considered, result in scattering
within the collected ∆ω bins. Narrowly defining these bins limits the possible lattice
orientations that obey these criteria, thereby providing increased orientation resolu-
tion. But what is the dependence on this orientation resolution on the size of ∆ω?

In this section, we evaluate this question using IGM as a proxy for the ori-
entation resolution. The specimen microstructure were reconstructed with ∆ω =
{10◦, 4◦, 2◦, 1◦, 0.5◦, 0.2◦}. The speciment surface was reconstructed by unionizing z0

and z1 in the method previously described, and the IGM was computed for each grain.
These results are tabulated in Table 2.8 and plotted in Fig. 2.31. Reconstructions
with ∆ω = 0.2◦ were of poor quality and were ignored for the analysis. Poor image
segmentation is thought to be the cause. From Fig. 2.8, there is an approximately
linear relationship between ∆ω and the IGM. Toward the lower end of ∆ω, there is a
steepening of the slope, illustrating an increased rate of angular resolution improve-
ment per marginal change in ∆ω. This particular feature could be due to specific
implementation of this FMM reconstruction, or an effect related to the density of
possible states in orientation space that result in the observed scattering. Either way
more work is necessary to determine the cause of this feature.

Given that below ∆ω = 1◦ IGM continues to decrease, we take the natural mosaic
spread of the grains measured to be below 0.05◦, the IGM value at ∆ω = 1◦. This
measurements sets the upper bound for orientation resolution of nf-HEDM at 0.05◦,
for the case where grains are perfect crystals. Establishing a precise value would
involve obtaining reliable reconstructions with ∆ω < 0.5◦, then finding an IGM value
for each grain that does not change when ∆ω is made smaller, essentially measur-
ing the mosaic spread. With known mosaic spread, the difference in IGM can be
attributed to finite measurement resolution. Boundary position fidelity is generally
better with smaller ∆ω. For each reconstructed surface, 〈∆〉 was computed; the re-
sults are tabulated in Table 2.7. The apparent improvement at ∆ω = 10◦ compared
to ∆ω = 4◦ is misleading because the corresponding reconstruction lacks definition
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(a) (b)

(c) (d)

(e) (f)

Figure 2.30: Merged surface reconstructions using angular integrations of (a) 10◦, (b)
4◦, (c) 2◦, (d) 1◦, (e) 0.5◦, and (f) 0.2◦. Notably (e) shows only the z0 contribution
to the surface whereas all others illustrate the union of z0 and z1; the absence of
the lower part of the reconstruction does not indicate lack of reconstruction quality.
On the other hand, the reconstruction quality at (f) began to deteriorate resulting
in unreconstructed features. Difficulty in peak segmentation at lower intensities is
presently thought to be the culprit.
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Figure 2.31: Plots of the intragranular misorientation (IGM) as a function of angular
integration interval size, ∆ω. Here, IGM is a proxy for orientation resolution of
the measurement, given that the reconstructed grains should have very low intrinsic
mosaic spread. Grain 8 was the micromanipulator handle used to place the specimen
onto the mount, so its higher IGM is ascribed to deformation accumulated by this
gripping. At right, the results from grains 1 through 6 are plotted. Even at ∆ω = 4◦

orientation resolution is confirmed to be < 0.1◦. These reconstructions all used L0,
L1, and L2, at |Qmax1.4| ≤ 16Å, with 1.41 µm sidewidth voxels.

Table 2.7: Average error in surface grain boundary position as a function of ∆ω. The
value at 10◦

∆ω [◦] 〈∆〉 [µm]
10◦ 0.91± 1.0
4◦ 0.99± 1.0
2◦ 0.96± 0.97
1◦ 0.93± 0.83

of the embedded twin, as evident from Fig. 2.30(a). The distributions of ∆ for these
reconstruction are quite noisy and lack statistical significance, but a general trend
toward increased accuracy at lower ∆ω can be observed.

2.2.2.7 Sparse Signal Study

The nf-HEDM measurement is quite time consuming to perform, requiring integration
times on the order of 2.5-3 s

◦ , for a total collection time of

t =
3 s
◦ ×

180◦

Li
× 2× Li

cross section
× 100 cross sections

volume
= 30 hours/volume (2.20)
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Table 2.8: Summary of the IGM values plotted in Fig. 2.31 as a function of angular
integration size. *For the 0.5◦ reconstruction, only z0 was used.

Grain # IGM [◦] at ∆ω = 10◦ ∆ω = 4◦ ∆ω = 2◦ ∆ω = 1◦ ∆ω = 0.5◦*
1 0.123± 0.089 0.085± 0.047 0.073± 0.045 0.058± 0.042 0.042± 0.020
2 0.097± 0.078 0.084± 0.044 0.057± 0.035 0.043± 0.023 —
3 0.13± 0.059 0.072± 0.035 0.065± 0.033 0.049± 0.030 0.042± 0.023
4 0.113± 0.055 0.078± 0.037 0.037± 0.033 0.036± 0.024 —
5 0.106± 0.052 0.073± 0.034 0.063± 0.030 0.060± 0.027 0.041± 0.022
6 0.062± 0.041 0.040± 0.019 0.037± 0.012 0.022± 0.0092 0.013± 0.0078
8 0.436± 0.255 0.41± 0.21 0.40± 0.22 0.38± 0.20 0.31± 0.13
9 0.072± 0.043 0.056± 0.029 0.050± 0.025 0.038± 0.026 0.029± 0.016

of dedicated beamtime. While improving machine brilliance can cut down image
integration times, exploring the density of data required for proper reconstruction
also provides a possible outlet for time savings. Toward that goal, the quality of the
reconstruction as a function of the amount of input data is examined. Reconstruc-
tions were performed using 1/4, 1/10, and 1/18 of the input signal, equally sampled
within the angular range ∆ω ∈ [−180◦, 180◦]. Results are tabulated in Table 2.9 and
shown in Fig. 2.32. Using every fourth image collected for the reconstruction pro-
duces results very close in quality to the full signal reconstruction, with only minor
increases to boundary position errors and IGM. These differences are small enough
to motivate an ambitious experimenter to consider this measurement collection mode
as a possibility in the future. Using every 10th image collected increases the noise
of the reconstruction, both with respect to boundary localization and orientation de-
termination. The width the boundary error distribution broadens considerably, and
IGM increases from full data case by a factor two. This corresponds to a 2× decrease
in orientation resolution at the worst case. Still the microstructure is reconstructed
with the proper orientations, and general grain shapes are preserved. This collection
mode would be a good for modelers needing an input structure without intricate ori-
entation gradients or the need to represent non-convex or re-entrant grain shapes in
a very precise way. Reconstructing using every 18th image does not provide sufficient
diffraction data to reconstruct every grain, though the grains that are reconstructed
have high C and match shapes well. At this level of signal sparsity, reconstruction is
not guaranteed, so use of this case is not advised.

2.2.2.8 Li Study

A degree of arbitrariness exists in the choice of rotation-axis to sample distances (Li)
used in the collection of experimental data. In practice, a distance of L0 ∈ [3.0, 6.5]
mm has been the historical range chosen as the working distance for the first detector,
with subsequent detectors positions spaced at distances between 1 and 2 mm from
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Figure 2.32: Reconstructions of the specimen using (a) every fourth ∆ω, (b) every
tenth ∆ω and (c) every eighteenth ∆ω.

75



the previous spacing. In the limit of an extreme near field case with the detector
only a few microns from a sample, the only information encoded in the location of
the diffraction on the detector is grain’s position; η and 2θ information is lost. In the
far field case, somr grain position information is lost in favor of more accurate η and
2θ measurement. When then is the optimal range for a spatially sensitive near field
measurement?

A careful answer must depend on sample extent. Assuming a cylindrical sample
of radius r centered on the rotation axis, a grain at the specimen’s periphery will
precess, giving an effective minimum distance of Li − r and an effective maximum
distance of Li + r. If r and Li are of the same order, diffracted beams originating
from various ∆ω intervals see different Li. Naively, one could say that a good set
of Li would be one for which a grain’s diffraction still encodes η and 2θ information
when it is at its closest to the detector and still encodes position information when
it is at its farthest away. Such an answer, however, discounts possible situations that
utilize good orientation information from some peaks and good spatial information
from others. Thus, it is hard to say what a good approach should be without exper-
imentation.

In this section we attempt to gain initial insights toward this problem’s solution by
evaluating reconstructions of the specimen microstructure performed using a variety of
Li configurations. Data were taken with {L0, L1, L2, L3, L4} = {5.0, 6.5, 8.0, 9.5, 11.0}
mm, with the reconstructions used to produce the Fig. 2.27 utilizing i ∈ {0, 1, 2}.
Reconstructions were also performed with fewer detectors (i ∈ {0, 1}), with large
spacing and fewer detectors (i ∈ {0, 4}), with moderate spacing and fewer detectors
(i ∈ {0, 2}), with greater initial rotation-axis-to-detector distance, (i ∈ {2, 3, 4}), and
in a highly constrained manner (i ∈ {0, 1, 2, 3, 4}). Because the initial reconstruction
with i ∈ {0, 1, 2} was optimized many times using the iteration procedure outlined
in Fig. 2.15, E was highly optimized for reconstruction with that parameter set.
Reconstruction using any combination of detectors that included L3 and L4 required
extending E to include the rotation axis projections onto these detectors and their
distances to the rotation axis. To accomplish this take, the rotation axis projections
were extrapolated onto L3 and L4 from their positions on L0, L1, and L2. Each
combination listed above was then independently optimized one time using the PMC
method at Qmax = 16Å. These parameter sets were optimized only one time because
parameter sets i ∈ {0, 1, 2} were already highly optimized and provided a good initial
starting point and conducting PMC steps is computationally time consuming. After
reconstruction, the surface was reconstructed by unionizing z0 and z1 as previously
described. Each reconstruction was then evaluated according to ∆ and IGM metrics.
Reconstructions performed that utilized only i ∈ {1, 2, 3} underwent no PMC step
before reconstruction and subsequent evaluation.

Resulting reconstructions are plotted in Fig. 2.33. While the results that utilize
predominately pre-optimized detector geometries display high fidelity to the underly-
ing manifest microstructure, the results of those reconstructions utilizing L3 and L4
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Figure 2.33: Results of the reconstruction using various combinations of Li. As a gen-
eral rule, configurations that used already optimized detector geometries (or already
optimized detector geometries combined with with one singly optimized detector ge-
ometry) produced higher fidelity reconstructions.
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illustrate the importance of using many optimization steps beginning at low Qmax .
For instance, speaking from this experimenter’s experience, the reconstruction which
utilized data from L2, L3 and L4 is of poor quality when compared to historical prece-
dents at working distances 8.0 mm through 11 mm. This reflects not the variation in
Li, but the lack of systematic optimization. Similarly, it is unclear whether the poor
fidelity of the the highly constrained reconstruction represents the result of adding
constraints or subpar optimization. Improving these reconstructions to the point
where proper comparison can be made would require considerable man hours and
computational time better spent elsewhere, and as such they will not be considered
further.

Qualitatively, the differences between the remaining three reconstructions mani-
fest most obviously in the morphology of the embedded twin. In fact, reconstructions
utilizing L0L1 and L0L2 match the width of the long straight section in the middle
of the twin better than the original reconstruction utilizing L0L1L2. This may be
because using fewer constrains reduces the likelihood that the weak intensity from
the thin section of the twin is mis-segmented during the peak binarization or not
struck by simulated scattering due to some small δE not optimized away. Increas-
ing the distance between detectors appears to have the effect of better defining the
end of the twin relative to that narrower gauge region. By incrasing the distance
between detectors, small errors in reconstructed orientation can manifest in simu-
lated scattering missing the ‘intended’ peak on the second detector, thereby making
proper reconstruction more sensitive to δE errors. The quantiative results from these
reconstructions are tabulated in Table. 2.10.
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Table 2.10: Results of reconstructing the surface microstructure using various Li
combinations.

Grain #
L0L1

IGM [◦] Grain #
L0L2

IGM [◦] Grain #
L0L4

IGM [◦]

all 〈∆〉 = 1.00± 0.92 all 〈∆〉 = 1.1± 1.1 all 〈∆〉 = 1.1± 1.1
1 0.052± 0.032 1 0.042± 0.028 1 0.048± 0.028
2 0.040± 0.023 2 0.037± 0.018 2 0.034± 0.012
3 0.048± 0.019 3 0.042± 0.025 3 0.043± 0.024
4 0.025± 0.020 4 0.031± 0.028 4 0.045± 0.023
5 0.048± 0.019 5 0.053± 0.019 5 0.13± 0.038
6 0.017± 0.0085 6 0.020± 0.012 6 0.016± 0.0072
8 0.32± 0.14 8 0.32± 0.13 8 0.33± 0.14
9 0.036± 0.021 9 0.020± 0.0038 9 0.018± 0.010
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Chapter 3

Sensitivity and Error Analysis of
nf-HEDM

3.1 General Approach

The lack of uniqueness of the reconstructed microstructure given fixed input data
motivates the careful experimenter to understand the reconstruction’s dependence on
δE as well as the fundamental limits of the technique. Understanding this dependence
requires careful analysis of the how the reconstructed microstructure varies as a func-
tion of perturbations in the various components of E. To perform such an analysis
with precision, these perturbations must be exactly determined and the physically
manifest E known exactly. For this reason, a simulated experiment was used to ex-
amine this sensitivity.

First a synthetic polycrystalline microstructure was created to serve as the ‘ground
truth’ specimen for this work. Readers familiar with the image processing concept of a
phantom will recognize this synthetic microstructure as a phantom for the nf-HEDM
FMM reconstruction. From this phantom microstructure, Bragg diffraction was sim-
ulated using known experimental parameters and detector geometry. This simulated
scattering was used to create simulated experimental data of the same form that might
be taken from a synchrotron experiment. These data were then processed in the same
manner as is typical for nf-HEDM reconstruction, complete with image segmentation.
Reconstructions were performed following perturbations of the various components of
E, after which each reconstruction was characterized. These characterizations were
then compared and conclusions drawn about each component’s ability to influence
reconstruction fidelity or precision. First the theoretical underpinnings of this analy-
sis will be discussed, after which the details of the synthetic microstructure creation,
scattering simulation, and resulting reconstruction will be covered. Following these
topics, the sensitivity results will be discussed and conclusions drawn.
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3.2 Theory

To examine the sensitivity of the FMM reconstruction to perturbations of its input
parameters, error analysis will be used on the effective action of the reconstruction.
We will begin by building a single variate case for intuition and then building the full
multivariate expressions. Our simulation will utilize two sample-to-detector distances,
(L0 and L1), so ignoring relative tilts of the detector, we have

E = {j0, k0, L0, j1, k1, L1}, (3.1)

a total of six constituent elements for E.

3.2.1 Single Variate Case

First, we will examine a case where the FMM reconstruction takes only one parameter,
E, and acts as a function on that parameter, namely,

fFM(E) = {u0, u1, .., uN} (3.2)

where ui represents the value of some objective function that quantifies the fidelity of
the reconstruction with respect to its actual physical manifestation. For example, one
possible choice of objective function could be root mean square error of the boundary
center of mass (COM) position, such that

ui =
√

[ri − r̃i]2, (3.3)

where r is the reconstructed boundary COM and r̃ is the physical boundary COM.
Other choices of objective function are possible, and indeed, various objective func-
tions may be combined to piece together the components of the u-tuple. We will
require, however, that if E0 represents the physical experimental parameter space
that actually created the scattering to be reconstructed, then

fFM(E0) = {0, 0, ..., 0} (3.4)

and the reconstruction should reproduce a true and physical representation of the
microstructure at the various minima of the chosen objective functions. Let us assume
that the components of the u-tuple can be considered separately, i.e.

fi(E) = ui. (3.5)

Say that during a reconstruction, perfect reproduction of E0 was not possible, but
one was close, to within some E = E0 + δE, with δE a small displacement. In one
dimension, this permits a Taylor expansion around E0 for each component fi, such
that

fi(E0 + δE) = f(E0) + (δE)f ′(E0) +
1

2
(δE)2f ′′(E0) + ... (3.6)
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By construction, fi(E0) = 0, so f(E0) disappears leaving

fi(E0 + δE) = (δE)f ′(E0) +
1

2
(δE)2f ′′(E0) + ... = ui. (3.7)

Taking only the linear terms, we recover

|fFM(E0 + δE)| = |~u| =
[∑

i

[
(δE)

∂fi(E)

∂E

∣∣∣∣
E=E0

]2
] 1

2

, (3.8)

the elementary quadrature of errors formula, for the special case that the components
of u have the same units and form a vector space. In theory then, knowing the ∂fi/∂Es
should be sufficient for the computation of ui if δE is known. In reality, δE is not
known, but we leave aside this complication for now, as it may be possible to estimate
it.

3.2.2 Multivariate Case

Now we consider the higher dimensional case, where fFM is a function of all detector
geometry parameters explicitly, i.e.

fFM(j0, k0, L0, j1, k1, L1). (3.9)

Applying the multivariate Taylor expansion for each component then gives

fi(j0+δj0, k0+δk0, . . .) = δj0
∂fi
∂j0

+δk0
∂fi
∂k0

+. . .+
1

2

[
δj0 δk0 . . .

]
Hi

[
δj0 δk0 . . .

] T

+. . .

(3.10)
with H, the Hessian matrix, given by

Hi
αβ = ∂α∂βfi(j0, k0, L0, j1, k1, L1) (3.11)

for α, β ∈ {j0, k0, L0, j1, k1, L1}. Defining

~x = j0ĵ0 + k0k̂0 + L0L̂0 + j1ĵ1 + k1k̂1 + L1L̂1 (3.12)

and
δ~x = δj0ĵ0 + δk0k̂0 + δL0L̂0 + δj1ĵ1 + δk1k̂1 + δL1L̂1 (3.13)

allows for writing the above a bit more succinctly as

fi(~x+ δ~x) = δ~x · ~∇fi +
1

2
δ~x Hi δ~x T + . . . (3.14)

To second order we expect errors associated with the detector to be of magnitude

|fi(~x+ δ~x)| = |~u| =
[∑

i

(
δ~x · ~∇fi +

1

2
δ~x Hi δ~x T

)2
] 1

2

. (3.15)
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3.2.3 Physical Basis

While the approach outlined above makes sense from a practitioner’s point of view, the
basis set E = {j0, k0, L0, j1, k1, L1} doesn’t explicitly capture the effects of changing
relative positions between the two detectors, a quantity thought to influence recon-
struction quality. The diffracted beams from the sample radiate in straight rays -
any difference in the relative positions of the detectors will influence the intersection
point of these rays relative to experimentally measured peaks. The forward model
optimizes peak overlap and will compensate by changing orientation and boundary
position. Define the projection of the vector from the forward model’s origin to the
projection of the rotation axis on a given detector plane

~ri = (ji, ki) (3.16)

for i ∈ {0, 1, ..., N} where N + 1 is the total number of detector distances. For two
detector distances then, we may describe the system totally by further defining the
detector center of mass vector to be

~R =

(
1

2
(j0 + j1),

1

2
(k0 + k1),

1

2
(L0 + L1)

)
(3.17)

and the relative displacements

∆~r = r1 − r0 = (j1 − j0, k1 − k0, L1 − L0). (3.18)

We then characterize the action of the forward model by

fFM(~x), (3.19)

for ~x = (Rj, Rk, RL,∆rj,∆rk,∆rL) using this basis. To function within this frame-
work, we must estimate values for the six first order derivatives of fi,

∂fi
∂Rj

,
∂fi
∂Rk

, ...,
∂fi

∂(∆rL)
(3.20)
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as well as the matrix of partials making up the second order contributions,

Hi =




∂2fi
(∂∆rj)2

∂2fi
∂(∆rj)∂(∆rk)

∂2fi
∂(∆rj)∂(∆rL)

∂2fi
∂(∆rj)∂Rj

∂2fi
∂(∆rj)∂Rk

∂2fi
∂(∆rj)∂RL

∂2fi
∂(∆rk)2

∂2fi
∂(∆rk)∂(∆rL)

∂2fi
∂(∆rk)∂Rj

∂2fi
∂(∆rk)∂Rk

∂2fi
∂(∆rk)∂RL

∂2fi
∂(∆rL)2

∂2fi
∂(∆rL)∂Rj

∂2fi
∂(∆rL)∂Rk

∂2fi
∂(∆rL)∂RL

∂2fi
∂R2

j

∂2fi
∂Rj∂Rk

∂2fi
∂Rj∂RL

∂2fi
∂R2

k

∂2fi
∂Rk∂RL

∂2fi
∂R2

L




.

(3.21)
This matrix is symmetric, so only the upper triangular elements are filled in. We
then must define objective functions fi to form each component ui. Because the
‘fidelity’ of a boundary is poorly defined mathematically, we need to employ some
common sense metrics. A reconstructed boundary is of high fidelity if it is in the same
physical location as its real-life manifestation, is of the same scale and curvature, and
is concretely defined with minimal noise. To these points we choose the following
interpretations for the components ui, recognizing that by mixing the units of its
components, |~u| has no meaning:

u = {δxFM, δyFM, α, ν}. (3.22)

For one reconstructed boundary, the first two components describe the displacement
of the center of mass position for the reconstructed boundary relative to its proper
position, ui∈(0,1) = ri−r̃i. The subscripted FM is just a reminder that these quantities
are measured in the reconstruction space of the forward model. α represents the
deviation between measured and proper curvature, κ− κ̃. ν describes the noise of the
reconstructed boundary position; one choice is l− l̃, the difference in total boundary
length between the reconstructed boundary and proper configuration. If there are N
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boundaries reconstructed, the definitions of (δxFM, δyFM, α, ν) may be generalized to

〈δxFM〉 =
1

N

N∑

i

rix − r̃ix (3.23)

〈δyFM〉 =
1

N

N∑

i

riy − r̃iy (3.24)

〈α〉 =

[
1

N

N∑

i

(κi − κ̃i)2

] 1
2

(3.25)

〈ν〉 =

[
1

N

N∑

i

(li − l̃i)2

] 1
2

(3.26)

though there is no reason to believe that boundaries with arbitrary orientation are
impacted by δ~x in the same way, i.e. fi(~x+δ~x) is a function of boundary orientation.

It is necessary then, to measure ~∇fi and H over a range of boundary orientations. We
choose these forms for δxFM and δyFM rather than some squared-norm metric because
the information about about the direction of average boundary motion is valuable for
its physical interpretation with respect to the detector geometry. Later, we will use
the results from the reconstructed phantom to numerically evaluate the terms of Eq
3.21 using these definitions.

3.3 Microstructural Phantom

A phantom microstructure was first created to provide the test structure. Depicted
in Fig.3.1, this structure was designed to have simple, regular features but also to
challenge the reconstruction with its grains of effectively variable size. There are also
regions of comparatively high and low competition between orientations, as well as
a sufficient number of orientations to distribute diffracting reciprocal lattice vectors
over the unit sphere, but not so many grains as to make the phantom difficult for
the eye to interpret. The phantom was designed to be of average size and simple
sample geometry; specifically it is a cross section of a cylinder with 200 µm radius.
The cylinder center is centered on the rotation axis. The orientations populating the
various regions of the RGB colormap depicted in Fig. 3.1 are tabulated in Table 3.1.
This microstructure was generated on a triangular ‘.mic’ grid standard to nf-HEDM
FMM reconstructions as implemented in [15]. The voxel sidewidth of this grid was
chosen to be ∼ 700 nm, smaller than the spatial resolution of the measurement, to
eliminate discretization artifacts from the simulated scattering.
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mm

m
m

Figure 3.1: Phantom microstructure used to probe the sensitivity of the FMM recon-
struction to input detector geometry. Grains vary in size from approximately 50 µm
to < 1 µm. Regular geometric features also provide easily computable ground truth
spatial features. Grains are numerous enough to be significant, but not so numerous
as to overwhelm powers of individual ad hoc observation.
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Table 3.1: The specific orientations used to populate the phantom microstructure’s
orientation field.

Grain # Euler Angles (ZXZ) [◦]
1 (26.4016, 15.733, 322.144)
2 (39.7653, 28.2655, 279.215)
3 (68.0573, 14.5046, 278.419)
4 (110.348, 37.2366, 271.913)
5 (117.029, 31.0065, 227.383)
6 (144.482, 18.9241, 251.756)
7 (156.061, 43.0288, 198.642)
8 (189.771, 42.6375, 140.165)
9 (203.782, 5.98192, 117.541)
10 (219.236, 45.5514, 115.848)
11 (236.416, 27.0513, 110.714)
12 (253.19, 26.6194, 124.717)
13 (257.729, 41.6495, 73.2265)
14 (284.478, 33.5856, 69.6385)
15 (315.943, 28.4711, 26.5919)
16 (339.842, 30.7226, 54.5223)

3.4 Creation of Synthetic Tiff Files

Before reconstructions of the phantom microstructure can be performed, simulated
diffraction images must be created. To accomplish this, the IceNine software package
was used to simulate scattering from the phantom microstructure using the parame-
ters and detector geometry enumerated in Table 3.2. Gold was chosen as the simulated
material due to its historical significance as the de facto calibration standard for nf-
HEDM and the particularly simple form of its structure factor given its face-centered
cubic (FCC) crystal structure. The beam energy, 65.351 keV, corresponds to the Hf
k-edge and was chosen due to its common use as a working energy for nf-HEDM.
The rotation axis projections were chosen to align at the center of the bottom of the
near-field CCD detector, again consistent with historical precedent. Also consistent
with historical choices, an angular integration interval of ∆ω = 1◦ was chosen for
the simulated diffraction data. Peaks up to Qmax of 10 Åwere simulated, as might
be used for reconstruction historically. This work is meant not only to inform future
experimental choices, but also to evaluate the sometimes arbitrary choices of the past.

The simulation used projects the diffraction originating from each voxel element
onto a simulated detector and then counts the number of projected voxels that land
in each pixel, reporting that count as an ‘intensity,’ associated with a particular lit
pixel. These intensities reflect only the geometry of the diffracting grains and the
structure factor of the underlying FCC lattice, and do not incorporate the atomic
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Table 3.2: Parameters used to simulate scattering from the phantom microstructure.
Parameter Value
Material Gold (Au)
Lattice Parameter 4.08 Å
Crystal Symmetry FCC
Beam Energy 65.351 keV
j0 1024 p
k0 2030 p
L0 5.00 mm
j1 1024 p
k1 2030 p
L1 6.50 mm

form factor, the Debye-Waller factor, and the Lorentz factors discussed in Chapter 1.
Nevertheless this geometry is sufficient to explain the intensity variation on a peak
by peak basis. Using these intensities, and the peak locations synthetic tiff files were
generated, in identical form to those collected typically during collection of nf-HEDM
data. An example of one such image is shown in Fig. 3.2(a). Of course, the image of
the direct beam is missing from this image, as it contains only simulated diffraction.

In an effort to improve correspondance to the physical experiment, an empirically
measured Gaussian point spread function was applied to each synthetic diffraction
image. This point spread function was measured by examining the direct beam at
normal incidence at the center of the detector, and comparing its apparent vertical ex-
tent with the vertical extent measured from the fluorescence measurement described
in Chapter 2. The full width at half max (FWHM) of the vertical beam profile as
measured on the nf-HEDM detector was 3.0 pixels, or 4.44 µm at the nf-HEDM pixel
pitch of 1.48 µm per pixel. This FWHM corresponds to a Gaussian σobs = 1.89µm
for the observed beam profile. Using the properties of Gaussian convolution, we know
that the observed beam variance

σ2
obs = σ2

0 + σ2
psf (3.27)

where σ2
0 = (7.55 × 10−4)2 is the variance of the vertical beam profile measured in

Chapter 2, and σ2
psf is the variance of the point-spread function. Solving, it is found

that

σpsf = 1.73 µm (3.28)

for a Gaussian kernel. Here, we assume the size of the horizontal point-spread kernel
is equal to the vertical kernel, and that the point spread function does not vary too
strongly with incident beam angle or position on the detector. As a first pass to-
ward treating these effects, these assumptions are probably reasonable. A Gaussian
kernel with σpsf = 1.727µm was then convolved with the synthetic ‘measured’ diffrac-
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Figure 3.2: (a) An example of the synthetic image file produced used the scattering
simulated from the phantom microstructure. The wedge-shaped projections reflect
the shapes of the scattering grains. Within the zoomed in region, there is the lined
out pixel row depicted in yellow. The intensity of this pixel row is plotted in (b), with
higher intensities observed for grains with more compressed geometries. This higher
intensity reflects the number of projected voxels landing within a given pixel. The
boxed grain within the zoomed-in region is plotted in three dimensions in (c), where
the geometric dependence on intensity is again evident.
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tion peaks. These images served as the basis for the beginning of the conventional
reconstruction pipeline.

3.5 Binarization of the synthetic diffraction data

Before reconstruction of raw data can commence, peaks must be segmented and
binarized. For our purposes here, we again utilized Lind’s method [1]. While this
method is not extremely sensitive to choices of input parameters, variations do occur,
so we sought to eliminate arbitrariness from the decision of choosing these parameters.
A matrix of the Peak Height Ratio (percentage of maximum peak intensity at which
to contour the connected peak) and σ (kernel size of the Gaussian smoothing kernel
utilized by the Laplacian of Gaussian filter) parameters was constructed, and at
each entry in the matrix, a cost was calculated based on a reconstruction performed
with those binarized filed, at the nominal E0. Because these parameters primarily
impact grain boundary geometry, the cost computed used the minimum point to point
boundary distance, in a form similar to those used in Chapter 2,

C =
1

N

N∑

i=1

min
j

[(~ri − ~r′j)2]
1
2 , (3.29)

for boundary centroids at reconstructed position ~ri and theoretical position ~r′j. The
cost minimum of this optimization was shallow, representing the weak dependence
on the segmentation results on the input parameters. The minimum was found at
PHR = 0.13 and σ = 0.9 pixels. These values are reasonable for experimentally
collected data. The segmentation of synthetic diffraction images used for subsequent
reconstructions utilized these parameters. The boundaries from the reconstruction
obtained using the reduced files with these parameters at E is shown in Fig. 3.3 in
red, overlaid on the black boundaries from the as-generated phantom. Some minor
discrepancies exist on the boundaries and some noise exists, too; it is the opinion of
this experimenter that this effect is due to over-fitting at the boundaries. Because the
simulated signal is noiseless, applying the point-spread function has the potential to
leave multiple orientation solutions around the grain boundaries. The PHR parameter
of the segmentation was designed to mitigate this effect, but there may be additional
sources of noise inherent to experimental data collection not captured by the steps
taken in the simulation which contribute to this over-fitting.

3.6 Reconstruction and Calculation of the First

Order Terms

With the segmented images in hand, reconstruction using perturbed detector ge-
ometries can commence. Taking the detector geometries listed in Table 3.2 as E0,
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Figure 3.3: Boundaries (red) from the reconstruction utilize the optimum segmenta-
tion parameters determined. In black, the boundaries from the as-generated phantom.
All dimensions pictured are in mm.

reconstructions were performed with perturbations made to the physically relevant
basis described in Section 3.2.3, E = {Rj, Rk, RL,∆rj,∆rk,∆rL}. The ranges for
these perturbations were determined through a mix of trial and error and prior ex-
perience in performing reconstructions. Voxels with 1.5 µm sidewidth were used and
reconstructions were performed at Qmax = 10 Å to mirror historically average re-
construction conditions. All of the following results are expected to be dependent on
Qmax . One could imagine constructing calibration curves by automating the analysis
procedures that produced the following data, thereby establishing reconstruction sen-
sitivities as a function of the number of peaks fit.1 Due to computational constraints,
10 Å was chosen as the most generally applicable parameter. Some examples of
segmented boundaries from these reconstructions are shown in Fig 3.4. For each re-

1A word here about computational cost: for the data presented in this section, each reconstruction
took approximately 1,500 CPU hours. A total of 43 reconstructions were used to collect data for
this section totaling 6.5× 104 CPU hours for this section alone.
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Figure 3.4: Top, grain boundaries reconstructed as Rj is varied over the range
[−8.88, 8.88] µm. Bottom, grain boundaries reconstructed as Rk is varied over the
range [−4.44, 4.44] µm. Grain boundary segments separate voxels with ≥ 5◦ misori-
entation. All dimensions pictured are in mm.
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Figure 3.5: Plots showing the results from perturbations of the components of E in
the objective function spaces defined by Eq. 3.23.

construction, the u-tuple is computed from Eq. 3.23. These results are shown in Fig.
3.5. For each reconstruction, the objective functions were evaluated and the result-
ing values associated with the magnitude of the perturbation. At zero perturbation,
the value of each objective function is evaluated using the reconstruction obtained
by using an unperturbed detector geometry, i.e. the one with boundaries depicted
in Fig. 3.3. The units of 〈x〉 and 〈y〉 are µm and measure the average response of
the boundary locations in reconstruction space coordinates to perturbations of the
detector geometry. The units of 〈α〉 and 〈ν〉 are both dimensionless and measure the
extent to which the reconstructed boundaries develop curvatures and noise respec-
tively.

To compute 〈α〉, a qualitative curvature metric was employed. Each boundary in
a given reconstruction was centered at the origin and then fit to a quadratic function
constrained to have no linear term. The absolute value of the quadratic coefficient
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was retained and averaged over all boundaries in a reconstruction. 〈α〉 then measures
the average of this coefficient for all boundaries in a reconstruction which corresponds
to a measure of average curvature, but one cannot interpret it as the mathematically
rigorous average curvature. Regarding, 〈ν〉, we measure the boundary length l by
counting the integer number of voxel sidewidths separating two voxels with misori-
entation > 5◦. The total extra 1D interface in the 2D cross section from an increase
noise is 〈ν〉 × w where w is voxel sidewidth.

To establish comparable values for 〈x〉 and 〈y〉, linear fits were performed on the
objective function outputs for each reconstruction. Linear fits for 〈x〉 are plotted
in Fig 3.5, but not for 〈y〉 where they obscure the data. For 〈α〉, the collection of
costs is defined in a relatively symmetrical way with a minimum at δE = 0. Ignoring
the unknown underlying functional form that this distribution follows, we choose to
characterize these curves at lowest order by fitting them to parabolas. The quadratic
coefficient will be used to compare the relative effects of each component of Ei. De-
spite the interesting behavior of 〈ν〉 around δE = 0, we adopt the same approach
for this metric. Given a parabola fixed to be centered at zero, the outlying point at
δE = 0 will cause deviation of the intercept term, which we will ignore. The noise
associated with this point is associated with the overfitting, discussed previously.

The results from these fits and their standard errors are reported in Table 3.3.
These terms reflect the fact that certain geometric parameters are more important to

Table 3.3: Values for the first derivatives of f with respect to the various components
of Ei.

Term 〈δxFM〉 〈δyFM〉 〈α〉 〈ν〉
∂f
∂Rj

(6.5± 4.2) ∗ 10−2 −(3.8± 1.8) ∗ 10−1 (8.6± 4.7) ∗ 10−4 (1.6± 2.1) ∗ 10−1

∂f
∂Rk

(−2.85± 0.97) ∗ 100 (1.6± 1.6) ∗ 10−1 (2.4± 0.6) ∗ 10−2 (3.5± 0.98) ∗ 101

∂f
∂RL

(3.5± 2.1) ∗ 10−1 (−3.4± 7.3) ∗ 10−2 (8.8± 5.8) ∗ 10−4 (1.4± 0.92) ∗ 100

∂f
∂∆rj

(2.0± 4.6) ∗ 10−2 (2.1± 2.6) ∗ 10−2 (−2.2± 1.4) ∗ 10−4 (3.4± 9.8) ∗ 10−2

∂f
∂∆rk

(−7.2± 2.1) ∗ 10−2 (3.1± 6.2) ∗ 10−2 (1.1± 0.2) ∗ 10−2 (8.8± 1.9) ∗ 101

∂f
∂∆rL

(3.0± 2.2) ∗ 10−2 (3.0± 2.8) ∗ 10−2 (2.0± 1.8) ∗ 10−4 (−5.7± 9.9) ∗ 10−2

reconstruction fidelity. Those most critical are highlighted in yellow and their effects
are an order of magnitude or two greater than the others. The detector center of
mass coordinates, Rj, Rk, and RL have the most impact on the value of the objective
functions relating to boundary motion. In fact, it appears that the detector relative
motions (∆ri) do not change boundary positions much at all. The effects of ∆rj are
small in every objective function space, while perturbations to ∆rk are seen to cause
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both noise and curvature of the grain boundaries. The large impact associated with
the k-containing perturbations reflect the compressed projection geometry in the ver-
tical direction. Curiously, shears of the rotation-axis-to-detector distances, ∆rL, are
not associated with particularly severe effects. This is surprising because shearing in
this direction was thought to make the linear system connecting the scattering origin
and the observed peaks inconsistent. More curiously, in two cases, the sign of these
first order components seems to be counter intuitive, reflecting improvements in the
reconstructed microstructures associated with δE perturbations. One such case is the
effect of ∆rL on 〈ν〉, but for this case, the uncertainty in the size of the coefficient
is larger than the coefficient. A case with less uncertainty is that of perturbations of
∆rj and the resulting effects on 〈α〉. While only a speculative explanation, it might
appear that shearing the detectors along this dimension removes some of the tendency
to overfit at the grain boundaries, resulting in straighter, less noisy boundaries.

The effects of terms ∂f
∂Rj

and ∂f
∂RL

have straightforward physical interpretations.

For positive motions of Rj, the detector, which sits in the yz plane in reconstruction-
space coordinates, moves in the −ŷ direction in reconstruction space. The sign of
∂f
∂Rj
|〈δy〉 is negative, reflecting the manner in which the entire structure translates

along −ŷ, essentially translating the reconstructed voxels to continuing to overlap
simulated scattering with observed scattering. Positive motions of RL occur in the
+x̂ direction in reconstruction space and the sign and magnitude of ∂f

∂RL
|〈δx〉 reflects

a structure consistent with observed scattering may be obtained by translating the
original microstructure toward +x̂. The action of positive motions of Rk, (due to its
definition, which corresponds to the pixel rows of the detector) however, defies sim-
plistic analysis; these motions occur in the −ẑ direction, which would require lowering
the Bragg angles for diffracted beams originating from initial voxel positions. One
might expect a translation of the reconstructed microstructure in the +x̂ direction to
preserve the original Bragg angles, but this does not occur. Instead the motion is in
−x̂.

Notably, motions of Rk have deleterious effects on reconstructions which reflect
themselves in all components of the u-tuple. This argues for capturing the projection
of the rotation axis on the detector by physically imaging the direct beam. While the
beam can be skew with respect to the detector (thus creating a difference between the
image of the direct beam and the vertical projection of the rotation axis on the detec-
tor) this skew is generally small. Care should also be taken to properly determine Rj

and RL, the former by either capturing the specimen’s precession about the rotation
axis or careful calibration and the later through the use of careful calibration.

3.7 Second Order Terms

While understanding the first order effects is a good step forward toward under-
standing the sensitivities of the FMM reconstruction to various perturbations of the
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components of E, due to to coupling between the rotation-axis-to-detector distance
and both j and k components of an observed diffraction peak, second order coupling
between errors in E are expected to play an important role in explaining the recon-
struction space errors observed. To quantify the terms in Eq. 3.21, we must make
several approximations. Because each reconstruction is time consuming (at this reso-
lution and Qmax , approximately 1,500 CPU hours/cross section) collecting sufficient
data to allow for polynomial fitting in the neighborhood of δE = 0 is unfeasible. By
limiting to linear regressions of f (fitting lines to the data points corresponding to
∂f
∂Ei

), we enforce the condition that all unmixed second order derivatives are strictly

zero, i.e. ∂2f
(∂Ei)2

= 0 by construction. This dramatically simplifies our evaluation of
Eq. 3.21, where by setting all diagonal elements to zero, we need to compute only 15
out of the original 21 elements.

The following method was used to compute these remaining 15 terms. For each
matrix element in Eq. 3.21, 16 reconstructions were performed at a matrix of values
of δEi and δEj and combined with the first order reconstructions that contained no
Ej perturbation i.e. for




δEi,0δEj,0 δEi,0δEj,1 δEi,0 δEi,0δEj,2 δEi,0δEj,3
δEi,1δEj,0 δEi,1δEj,1 δEi,1 δEi,1δEj,2 δEi,1δEj,3
δEi,2δEj,0 δEi,2δEj,1 δEi,2 δEi,2δEj,2 δEi,2δEj,3
δEi,4δEj,0 δEi,4δEj,1 δEi,3 δEi,4δEj,2 δEi,4δEj,3


 . (3.30)

Linear fits to the values of the objective functions were performed reading down the
rows to yield four slope values corresponding to each column of the matrix above.
An example is shown for the computation of the term ∂2f

∂Rj∂Rk
for 〈δx〉 in Fig. a.

These slopes and their errors were fit using weighted linear least squares regression,
assuming no covariance between the errors in first order terms. (This is also only an
approximation.) This is shown for the same case in Fig. b. The slope of this last
linear regression is reported in Table 3.4.

For 〈α〉 and 〈ν〉, again we expect a minimum in the objective function at the
column-wise fit with no δEj and for additional δEj errors to increase the cost given
by the objective function regardless of their sign. Fitting linearly does not make sense
given we expect this minimum at δEj = 0, so again we fit a parabola and take the

quadratic coefficient as the value of ∂2f
∂Ei∂Ej

. In the space of 〈α〉, we can interpret
∂2f

∂Ei∂Ej
as a number that characterizes how much the quadratic coefficients given by

∂f
∂Ei

change as Ej is varied. Similarly, for 〈ν〉, ∂2f
∂Ei∂Ej

characterizes how the quadratic

coefficients describing the increase in noise vary, but the change in this coefficient
is not the same is the change in the underlying physical quantity, i.e the noise.
Thus, second order terms describing the 〈ν〉 and 〈α〉 spaces should be compared only
between various Ei, Ej combinations within those spaces. As for the first order terms,
the magnitudes of the second order terms vary widely with the terms including Rk

and δrk again taking a starring role. Terms most affecting the reconstruction results
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Figure 3.6: Illustration of the calculation of the second order term for ∂2f
∂Rj∂Rk

. Af-

ter computing linear regressions down the rows of 3.30, another linear regression is
performed on the collected slope values. This is the value used as the second order
term.
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Table 3.4: Results for the second order terms giving the magnitude of the coupling
between δEi errors.

Term 〈δxFM〉 〈δyFM〉 〈α〉 〈ν〉
∂2fi

∂Rj∂Rk
(5.10± 1.29) ∗ 10−2 −(8.17± 30.4) ∗ 10−3 (−1.76± 6.58) ∗ 10−5 (1.29± 0.764) ∗ 10−1

∂2fi
∂Rj∂RL

(−6.87± 2.11) ∗ 10−3 (1.91± 5.16) ∗ 10−3 (0.241± 1.17) ∗ 10−6 (8.82± 5.26) ∗ 10−3

∂2fi
∂Rk∂RL

(−0.534± 2.04) ∗ 10−3 (4.10± 6.32) ∗ 10−3 (1.31± 0.381) ∗ 10−4 (2.53± 1.68) ∗ 10−1

∂2fi
∂∆rj∂Rj

(−0.706± 1.27) ∗ 10−3 (2.04± 1.03) ∗ 10−3 (1.71± 2.52) ∗ 10−6 (2.88± 1.24) ∗ 10−2

∂2fi
∂∆rj∂Rk

(−0.206± 1.18) ∗ 10−2 (−1.67± 2.22) ∗ 10−2 (4.20± 2.54) ∗ 10−5 (4.03± 2.07) ∗ 10−1

∂2fi
∂∆rj∂RL

(1.15± 1.47) ∗ 10−3 (8.92± 4.68) ∗ 10−4 (1.93± 1.06) ∗ 10−6 (5.77± 1.64) ∗ 10−3

∂2fi
∂∆rj∂∆rL

(−1.08± 0.340) ∗ 10−3 (0.549± 2.53) ∗ 10−4 (4.03± 4.20) ∗ 10−7 (5.36± 5.86) ∗ 10−4

∂2fi
∂∆rj∂∆rk

(7.77± 4.15) ∗ 10−3 (3.45± 4.52) ∗ 10−3 (2.02± 1.19) ∗ 10−5 (4.76± 3.05) ∗ 10−2

∂2fi
∂∆rk∂RL

(3.07± 1.52) ∗ 10−2 (7.55± 1.75) ∗ 10−3 (5.91± 6.97) ∗ 10−5 (2.84± 1.05) ∗ 10−1

∂2fi
∂∆rk∂Rj

(0.197± 2.05) ∗ 10−2 (−4.68± 2.12) ∗ 10−3 (−5.13± 1.81) ∗ 10−5 (2.75± 0.734) ∗ 10−1

∂2fi
∂∆rk∂Rk

(−3.11± 9.18) ∗ 10−2 (1.91± 0.343) ∗ 10−1 (−1.11± 0.114) ∗ 10−3 −3.77± 4.70

∂2fi
∂∆rk∂∆rL

(−2.41± 1.68) ∗ 10−6 (−7.66± 3.33) ∗ 10−6 (1.98± 0.711) ∗ 10−11 (2.86± 1.03) ∗ 10−8

∂2fi
∂∆rL∂Rj

(3.17± 8.23) ∗ 10−4 (−1.59± 0.749) ∗ 10−3 (3.32± 1.91) ∗ 10−7 (3.63± 2.83) ∗ 10−3

∂2fi
∂∆rL∂Rk

(0.411± 2.27) ∗ 10−2 (0.542± 4.21) ∗ 10−3 (4.56± 3.57) ∗ 10−5 (2.95± 1.08) ∗ 10−1

∂2fi
∂∆rL∂RL

(0.571± 1.55) ∗ 10−3 (9.35± 5.13) ∗ 10−4 (0.206± 8.17) ∗ 10−7 (1.88± 0.984) ∗ 10−3

are again highlighted in yellow. Intuition for these terms is difficult to come by, but
a few general comments can be made. First, the magnitude of the terms highlighted
is generally about one order lower than their corresponding first order terms. This
means that while the coupling can be strong for certain combinations of parameters,
these terms are of sub-dominant importance. Secondly, the uncertainties reflected
in the standard errors of these coefficients is comparatively larger. This reflects the
challenges of using few data points, though one should again be cognizant to note the
significant computational challenges inherent in computing these metrics. Each of
the 15 terms required 16 reconstructions, plus the first order reconstructions, totaling
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about 5× 106 CPU hours in all. Even terms with high uncertainty were paid for.
Again, a few anomalies are highlighted in blue, notably, the sign of ∂2f

∂∆rkRk
|〈ν〉.

The uncertainty of this term is also very high, and examination of the underlying
data shows poor argreement with any quadratic form, as the point at δRk = 0 is
not a minimum. A similarly strange effect takes place for 〈α〉, though without the
noise. More work is needed to identify exactly the cause of this anomaly. The
abnormally small magnitudes associated with the ∂2f

∂∆rk∆rL
terms are also interesting;

here, examination shows the reconstructions to be of very high quality despite the
detectors being significantly sheared. It seems that these dimensions have some sort
of offsetting mechanism that achieves this effect, but this mechanism is not well
understood either.

3.8 Conclusions

Evaluating and digesting the results from this suite of simulations is a formidable
task with no clear end. That said, there are some definitive conclusions one can draw
from examination of these data.

• Rk and ∆rk are the most important detector geometry parameters; errors in
these quantities can change the formations of grains and grain boundaries in
deleterious and profound ways. Fortunately, these errors are also the easiest
to spot, because reconstruction quality deteriorates rapidly as perturbations to
these parameters become larger. To remedy the possibility of small errors that
can move the relative position of grain boundaries on the order of microns, it is
recommended to keep an image of the direct beam on the detector.

• Perturbations to Rj and RL cause mostly rigid body translation of the re-
constructed microstructure. Combined with errors in other parameters, these
perturbations can cause relative motions that should be avoided at all costs.

• Shearing of the detector system can cause inconsistencies in the scattering so-
lution landscape that lead to noise in the reconstructions.2

• Again, all of these sensitivities depend on Qmax. Increasing Qmax should more
tightly constrain the reconstructed structure around solutions representing its
physical realization, but this approach requires refining E and increases com-
putational complexity.

• Most perturbations of the detector geometry can safely be ignored if the right
errors are contained!

2Indeed, surprising or intermittent noise in the reconstruction can be used to diagnose the pres-
ence of beam instability at the synchrotron, ex post. No proof given.
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3.9 Moving Forward: Containing Errors without

Monte Carlo

3.9.1 Iterative Approach

Relying on naive Parameter Monte Carlo for optimization in a in a high dimensional
space is an unsatisfying and time consuming way to find a good approximation for
E. In light of this, driven forward by the previous work, a new method has been de-
veloped to perform this optimization which relies on integrating detector intensities.
The basic idea is that if a very rough approximation for E can be obtained through
ray-tracing or some other method, and a FMM implementation is able to use this
rough approximation for E to identify spatially resolved orientations, a bootstrap-
ping method can be applied to further refine the parameters in a way that converges
to the true value for E0. The bootstrapping method itself involves maximizing the
convolution of the intensities between simulated scattering and raw observed scatter-
ing over various relative image translations of the datasets. By maximizing intensity
overlap, a correction to E may obtained and the reconstruction performed again to
improve its quality. Following the additional reconstruction, another correction can
be computed from which another improved reconstruction can be performed, and so
on.

The advantages of this approach are manifold. First, this method is grounded
physically; in theory, the E that maximizes intensity overlap is E0. Further, by
using the intensity information, each diffracted peak contributes more information
than with a binary approach. A higher degree of precision should thus be possible.
The computational time associated with running the Parameter Monte Carlo is also
greatly reduced. While an iterative approach utilizes more reconstruction steps, these
reconstructions would be performed to check the output of the Monte Carlo anyway,
so nothing is lost. The intensity convolution raster also takes minutes of CPU time
rather than the hours required for the Monte Carlo. Lastly, the application of this
method has the potential for real convergence, in the sense that after a sufficient num-
ber of iteration steps, the differences between reconstructed microstructures should
be discretization noise and the computed corrections should be close to zero.

3.9.2 Implementation and Validation

We first note the feasibility of modeling intensity variations within peak geometries
has already been established in [10]. This is easily corroborated anecdotally by exam-
ining a few diffraction peaks and comparing them to simulated scattering generated
from a reconstruction of the grains that produced the scattering. One such case is
shown in Fig. 3.7. In Fig. 3.7(c) a reconstruction of a bicrystalline gold wire sample
is shown. Scattering was simulated from the dark green grain and compared to the
raw diffraction images collected. Pictured in Fig. 3.7(a) and 3.7(b) is the observed
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Figure 3.7: Anecdotal illustration that variation in projected grain geometry is suf-
ficient to explain the intensity variations of observed experimental diffraction, up
to a constant scale factor. In (a), a side-on view of one simulated Bragg peak (jet
colormap) overlaid with experimentally observed raw diffraction (gray colormap) at
that detector location. (b), an orthogonal projection of the same system. (c), the
reconstructed microstructure from which the simulated scattering was generated, re-
constructed using the collection of segmented diffraction peaks belonging to the same
data set as the raw peak shown.
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diffraction in the gray colorscale plotted simultaneously with the simulated diffraction
in the jet colorscale. The maximum intensity value of the simulated scattering has
been scaled to correspond to the maximum observed in the raw dataset. The shape
of the raw diffraction signal is well reflected in the simulation, with the exception
of some noise associated with the fairly large 2.5 µm voxel size used for the recon-
struction. The outlying peak at j ≈ 1243 is likely due reconstructed orientations or
boundaries not being completely optimized.

Taking this one peak as a representative example, one would implement the inten-
sity convolution raster by summing the convolution of these two overlapping images
S and R (simulated and raw, respectively),

I =
∑

j

∑

k

Sj,k ◦Rj,k, (3.31)

where A ◦B denotes the Hadamard (or element-wise) product of two matrices A and
B. Here the detector notation (j, k) is used to refer to the matrix indices commonly
labeled (i, j). The raster takes place by constructing a matrix of I values computed
by

In,m =
∑

j

∑

k

Sj+n−n0,k+m−m0 ◦Rj,k (3.32)

for n ∈ {1, 2, . . . , N}, m ∈ {1, 2, . . . ,M}, and initial integer offsets n0 and m0. Com-
puting the correction to deviations in detector deviations in j or k then amounts to
finding the indices of the maximum element of In,m. In reality, this is done for every
diffraction peak simultaneously by rastering and integrating the entire detector at
one time. One use tricks to prevent implementation level bugs like overflows etc.,
but at the core, this technique is straightforward. Having followed this procedure
one may obtain images corresponding In,m like Fig. 3.8(a). In this figure, a scaled
integrated intensity Ĩ is computed at each element of In,m. The scaling is purely for
readability and is meaningless. There is a maximum in the integrated convolution
corresponding to a relative image shift of the simulated data of ≈ −3 pixels. That
data point represents the computed correction to an applied known perturbation of
+6 pixels in Rj, which illustrated in Fig. 3.9 and discussed later. One important
consideration not yet discussed is that because each detector’s geometric parameters
must be optimized independently using this method, the detector center-of-mass ba-
sis is not as useful here. This basis is used in the validation steps that follow for
consistency with the rest of the work, but in practice corrections to each detector’s
geometry should be computed seperately in the (ji, ki, Li) basis. Moreover, determin-
ing an optimum value for Li using this method requires simulating scattering onto
detectors at incrementally varied Li values and choosing the maximum In,m,l, where
l runs over the number of Li distances simulated. Curves showing the variation of
three such examples In,m,0, In,m,1, In,m,2 are shown in Fig. 3.8.

To validate this procedure, the intensity convolution raster was performed on the
scattering simulated from the reconstructions used to deduce ∂f

∂Rj
and ∂f

∂Rk
onto the
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Figure 3.8: Illustration of the value of the integrated intensity convolution, as a func-
tion of the relative translations between simulated and synthetic raw image datasets.
(a), the maximum in the image represents the computed correction of Rj for the last
data point in 3.9a. Using this method, to identify the proper RL, intensity convolution
rasters of Rj and Rk must be performed at various Li distances, and the maximum
integrated intensity retained to complete the experimental geometry parameter set.
(b) shows three such surfaces, where each surface represents a computation as in (a),
but for a different value of Li.
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first detector (L0) at its proper rotation-axis-to-detector distance. Simulations were
performed at Qmax = 13Å. Corrections were computed at various perturbations of
Rj and Rk, and those corrections were compared to the actual perturbations. In this
implementation, the raw data used were the synthetic raw images used to perform
the sensitivity analysis. Corrections were computed for all the peaks on each 1◦ wide
angular integration in ∆ω ∈ [−180, 180], and then the results were combined, but
only implementation-level details prevent this process from being performed with one
raster step. The results are shown in Figs. 3.9 and 3.10. The computed corrections
are shown in blue in each case and are compared to the theoretically proper correc-
tion. Error bars reflect the standard deviation of the correction computed from each
angular integration. Computed corrections do pass through the origin indicating that
this process is convergent to δE = 0 for deviations in only one component of E at a
time. Examining Fig. 3.9 first, the slope the computed corrections is only half of its
theoretical value. It remains unclear why this is true, but this curve can function as a
calibration curve for future calculations. There should be no modification suggested
to Rk, and we see that this is true, subject to some discretization errors. Including
more simulated diffraction peaks could help achieve more resolution.

Examining Fig. 3.10, within the range of “reasonable” deviations in Rk (< 4
pixels or so) the intensity convolution raster admirably computes the appropriate
corrections to Rk. These corrections also converge to the unperturbed value. The
desirable Rj is rightly found to be zero, though there is much more noise, because
as previously noted, Rk has the ability to dramatically change grain shapes at large
perturbation values. This illustration is convincing enough to this experimenter to
call for the additional development work required to implement this technique in a
robust and automated way to achieve reliable determination of E0.

3.9.3 Improvement: Intensity Modeling

Applying the intensity convolution raster method to real experimental is complicated
by the fact that the intensity variation from peak to peak includes not only the ge-
ometry of the diffracting grains, but also the atomic form, Debye-Waller, and Lorentz
factors previously discussed in Chapter 1. Performing the convolution raster cal-
culation on a single image (or a collection of images) is then biased by peaks with
comparatively high intensity, namely lower order scattering peaks with smaller values
of |Q|. To compare each peak’s contribution’s equally (or even implement a cus-
tomized weighting scheme), one must normalize away these factors. (Alternatively,
one could compute In,m,l for each peak separately after scaling its intensity to the
raw data and the combine these separate results. This represents unnecessary com-
putational complexity and computationally inefficient. The elegant approach is to
normalize away non-geometric intensity variations.)

The beginning steps toward modeling these intensity variations should involve
checking whether existing models, when combined, reproduce data taken during syn-
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Figure 3.9: Calibration curves illustrating that maximizing the convolution between
simulated scattering and synthetic raw data gives a corrections to modified detector
geometry that converge to the true values of E0. (a), the computed corrections to
Rj to a perturbation of Rj by an amount given on the horizontal axis. The red line
marking the line y = −x is the theoretical correction for each value, while computed
values are plotted in blue. Error bars reflect the standard deviations of this quantity
as computed from each 1◦ wide image in ∆ω ∈ [−180◦, 180◦]. (b) the corrections to
a perturbation of Rk given a perturbation of Rj. Theoretically, a correction of zero
should be computed for this case.
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Figure 3.10: (a), the computed corrections to Rj to a perturbation of Rk by an
amount given on the horizontal axis. Theoretically, a correction of zero should be
computed for this case. Error bars reflect the standard deviations of this quantity as
computed from each 1◦ wide image in ∆ω ∈ [−180◦, 180◦]. (b), the corrections to a
perturbation of Rk given a perturbation of Rk. The red line marking the line y = −x
is the theoretical correction for each value, while computed values are plotted in blue.
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chrotron experiments. We seek this confirmation by examining the scattering from
the bicrystalline gold wire structure shown previously in Fig. 3.7. Diffraction from
this gold wire was collected in the usual way, using 0.25◦ angular integration steps and
beam energy of 65.351 keV. Following reconstruction of the microstructure from this
data, scattering was simulated from the reconstructed microstructure. This simulated
scattering contained information on each Bragg peak’s reciprocal lattice vector, ~Ghkl

in addition pixel-by-pixel information on its projected extent on the detector. The
segmented peaks used for the reconstruction were then associated with this additional
information. Each binarized peak, when combined with the reconstructed orientation
for the original reconstructed grain was associated with η, 2θ, and |Q| values, vari-
ables not precisely observable in the near field regime with finite sample extent. Care
was taken to merge single peaks appearing neighboring angular integration intervals
due to mosaic spread or Lorentz broadening (the tendency for grains near η = 0 that

have slowly precessing ~Ghkl vectors to fulfill the Laue condition over longer intervals).
The atomic form factor, plotted in Chapter 1, was first divided from the intensity

of each peak.3 Neglecting x-ray absorption through the small cylindrical sample, the
remaining intensity variation is associated with the Lorentz and Debye-Waller factors.
First, groups of peaks at fixed |Q| were examined to determine whether the simple

L(2θ, η) ∝ 1

sin(2θ) sin(η)
(3.33)

model of Lorentz factor adequately modeled variations across fixed |Q|. A single
scale factor, applied to all peaks, brought good agreement as shown in Fig. 3.11.
Given the good agreement, this factor was then divided from the intensity of each
diffraction peak and the intensity of the results plotted against Q to examine whether
the remaining variation is due to the Debye-Waller factor. This result is plotted in
Fig. 3.12. There appears to be a bifurcation of the data. With proper scaling,
either branch could possibly describe the Debye factor variation, though the shape of
the lower branch seems to be a better match. No combination of variables tried so
far, including η, direction of ~Q, and ∆ω interval can explain the separation between
these branches. The effect is not due to the differing orientations of two crystals
evaluated, as shown by Fig. 3.12(b). The closest thing to an explanation comes from
examining the spatial arrangement of these peaks on the detector; after arbitrarily
choosing a value on which to delineate the ‘upper branch’, population ‘A’, from the
lower branch, population ‘B’, it seems perhaps population A forms preferentially along
particular detector axes, as in Fig. 3.13. The spacing and angle of these axes appears
to be regular. One possible model would be to assign some probability of a higher
intensity response for the peaks landing in these regions. That said, much work is
still necessary to determine whether this effect is caused by the CCD, some exotic
experimental failure like slit scattering, or some other yet unknown effect. Performing

3While the form factor is a function of beam energy, these corrections will be small away from
the K-shell absorption edge at 81 keV.
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Figure 3.11: Plot illustrating that Eq. 3.33 models intensity variations well for groups
of peaks at fixed |Q|. Peaks < 10 Å were examined for the two grains shown in Fig.
3.7(c).

109



(a)
0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

|Q⃗|

e−
2
M

(b)
2 3 4 5 6 7 8 9 10

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

|Q⃗|

e−
2
M

 

 
Grain 1
Grain 2

Figure 3.12: The remaining intensity variation cannot be described by the Debye
Waller effect alone. (a), the two branches of the bifurcation are arbitrarily defined
and given different colors and markers. The theoretical Debye-Waller factor for gold
at room temperature is plotted in blue in (a). (b), this effect is not separated by
considering each grain’s scattering differently.

Figure 3.13: A possible explanation of the origin of the two branches of the bifurcation
in the Deybe-Waller factor intensity variation. Peaks in the upper branch appear to
form along regularly spaced parallel axes on the detector. More work is needed to
determine whether this is a persistent effect.
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a careful experiment with the express purpose of performing this modeling carefully
might be in order.
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Chapter 4

Case Study: Spall Voids in
Shocked Copper

The following case study illustrates an application of the nf-HEDM technique that re-
lies on accurate spatial resolution of grain boundaries and microstructural interfaces.
The heuristics developed in the previous two chapters, which were shown to promote
reliable reconstruction, were strictly adhered to for the following analysis. The re-
mainder of this chapter reproduces a manuscript that is published in the Journal of
Applied Physics and is available at doi:10.1063/1.4947270.

4.1 Introduction

Understanding the plastic response of materials has been a longstanding goal for scien-
tists who desire to engineer them for specific applications [51, 52, 53]. Recent advances
in non-destructive characterization have allowed for some of the first direct compar-
isons between quasi-static models of plasticity in polycrystals[54, 55, 56, 57] and
experiment.[58, 59, 60] With the goal of linking to dynamic models[61, 62, 63, 64, 65]
we leverage these advances to study high strain-rate plasticity through shock loading
of coarse-grained copper and discuss the first non-destructive characterization of dy-
namic damage nucleation in the bulk.

Many experiments have studied shock loading and void formation using gas gun
driven flyer plates to impact a specimen and cause spallation [66, 67, 68, 69, 70,
71, 72, 73, 74, 75, 76]. These studies have shown that relative orientation of con-
stituent grains plays a role in determining where voids form,[69, 77, 78, 71, 72, 79]
that the structure of the grain boundary also plays a role,[80] and that the geometry
of the loading direction vis-a-vis these features is also important [73]. Novel modeling
and simulation efforts have confirmed that grain boundaries with different character
behave differently under high rate dynamic compression[65, 74] and demonstrated
success in elucidating the void growth regime [81].

In this work, we use synchrotron-based near-field High Energy Diffraction Mi-
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croscopy (nf-HEDM)[7, 10] to map the microstructure of a mm3-sized, well-annealed
copper sample. The specimen was shock loaded using an experimental setup tuned to
form micro-scale voids. The shocked microstructure was then remapped, and micro-
computed tomography (µCT) was performed to image the void field. All three data
sets were then registered to provide fully 3D, before and after information on the
sample’s orientation and void fields.

A total of 485 voids are resolved with 87% being found close to observed grain
boundaries. The distribution of void locations is non-uniform within the spall plane,
implying either some asymmetry in the loading or a microstructural origin. It is found
that the spalled region does have a distinct microstructure: its volume is dominated
by large grains with complex topologies with a significant fraction of the volume being
occupied by unusually large Σ-3 related domains (Σ3D). These configurations do not
extend to regions where voids did not form in large numbers. A significant fraction
of the voids are close to boundaries within the Σ3Ds. Thus, voids may be preferen-
tially nucleated on boundaries of large grains or they may tend to occur within Σ3Ds.
Within the somewhat skewed statistics of the spalled region, there is no statistically
significant preference for the voids to form on any particular type of boundary. We
conclude that systematic, non-destructive, before and after measurements hold the
possibility of sorting out these questions and that it is now possible to perform dy-
namic loading on fully characterized microstructures so that, for example, one can
avoid including or purposely include exceptional microstructural populations in the
region to be spalled.

4.2 Experimental Methods

A half-hard plate of 99.997% pure polycrystalline oxygen free electrolytic C101 cop-
per was machined and annealed in vacuum at 450◦C for 30 minutes. Bingert et al.
performed electron backscatter diffraction (EBSD) microscopy on a characteristic free
surface of the material and determined the mean grain size to be approximately 30
µm, excluding annealing twins. Including these features resulted in a mean grain size
of 14 µm, though the authors note large variation in the grain sizes with some grains
as large as 100-200 µm. A subvolume of the 1.2 mm2 × 2.8 mm cylindrical sample’s
microstructure was mapped using nf-HEDM at Sector 1-ID at Argonne National Lab-
oratory’s Advanced Photon Source (APS 1-ID). The sample was illuminated with a
monochromatic 65.384 keV x-ray beam plane-focused to approximately 1.4 mm × 2
µm. Bragg-diffracted beams were collected on a CCD detector optically coupled to a
thin scintillation screen by rotating the sample about its axis of symmetry. Volumet-
ric data were acquired by translating the sample parallel to its symmetry axis such
that successive planar cross sections were illuminated. Images corresponding to 170
layers spaced at 4 µm were collected for a mapped volume of ≈ 0.8 mm3.

The measured volume was micromachined out of the sample and embedded in a
copper target assembly. Radial momentum trapping rings fabricated from the same
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material were utilized to prevent lateral release processes from affecting the uniax-
ial loading state. This assembly was shock loaded at 300 m·s−1 with a copper im-
pact plate 360 µm in thickness, using a modified 7.6 mm-diameter gas-driven Taylor
gun.[75] After shock loading, soft capture of the sample was employed to mitigate
further damage. The shocked sample was remapped at APS 1-ID, where 136 layers of
diffraction were collected in the manner previously described. This 1.2 mm2 × 544 µm
volume was centered around the anticipated spall plane of the specimen and included
both highly damaged and less damaged regions. While certain especially damaged
regions were not completely reconstructable (see Fig. 4.1f), sufficient volume from
the less damaged region was reconstructed so as to allow for registration of the two
datasets and examination of microstructural evolution. In regions with the most
damage, based on comparison with prior quasi-static measurements on copper,[60]
we estimate inhomogenous local plastic strains on the order of 10-20%.

Parallel-beam absorption µCT images were collected to image the void field
within the post-shocked sample. Using 65.384 keV x-rays, the sample was illuminated
with an unfocused beam of dimension 1.5 mm × 1 mm. The sample was fully rotated
about its axis of symmetry, and radiographs were collected every 0.1◦. These radio-
graphs were reconstructed with the GridRec algorithm to yield 625 cross-sectional
images at 1.48 µm resolution [22, 24].

4.3 Data Analysis and Results

Post-processing of the reconstructed µCT data was required to segment the void field.
The 3D image stack represents the material density in 1.7 × 108 volume elements
(voxels) within a 0.544 mm3 volume. Voids are recognized as connected voxels with
reduced density compared to that of the fully dense material. An intensity thresh-
old was applied to extract these features. To remove reconstruction artifacts, these
segmented regions were examined for connectivity and accepted if they were indepen-
dently reconstructed in adjacent cross-sections. Lastly, any remaining reconstruction
artifacts, e.g. rings from hot or dead detector pixels, were manually removed. Fol-
lowing void extraction, 485 unique voids were found with mean diameter d̄void = 4.4
µm. The void field extracted was then transformed into the pre-shocked reference
frame, as discussed below.

To reconstruct the nf-HEDM data, the IceNine program[15] was used to opti-
mize peak overlap between simulated diffraction from reconstruction space sample
voxels and the observed diffraction [10]. Reconstructed voxels from each plane were
integrated into 3D volumes representing the pre- and post-shocked orientation fields.
These states were reconstructed using equilateral triangular voxels of sidewidth 5.6
µm and 2.8 µm respectively. Features of interest including grains, grain boundaries,
N -lines (lines connecting N ≥ 3 distinct grains), and M -nodes (points connecting
M ≥ 4 grains) were then extracted directly from each volume; three or more con-
tiguous voxels with crystallographic misorientation ≤ 5◦ were defined as grains, only
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Figure 4.1: A summary of the experimental data collected. (a), a cutaway view of
the µCT measured post-shocked sample. The voids are shown at actual size in black
near the mid-plane. (b), a four-grain system from the pre-shocked state, colored
by mapping Rodrigues orientation vectors to RGB values. (c), the same four-grain
system extracted from the registered post-shocked state. Color differences illustrate
bulk lattice rotations of the constituent grains. In the case of the maroon grain of
(b) this lattice rotation crosses a periodic boundary condition within the color map
producing the yellow grain of (c). Highlighted with the red circle is a void formed at
the M = 4 node connecting the four grains extracted. (d), a top down view of the
sample edges segmented from µCT of the post-shock sample includes the spall-void
field created by the flyer plate impact. Voids lie in a crescent-shaped region and
are slightly enlarged for visibility. Colors represent the z-coordinate normal to the
figure. (e), a cutaway view of the pre-shocked reconstructed orientation field, colored
by orientation. In (f), the reconstructed post-shocked sample, with grains colored by
center of mass distance along the loading direction (ẑ). The missing region in the right
foreground is due to severe plastic deformation which prevents reliable reconstruction,
though material does exist here.
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N = 3 (triple) lines were segmented, and M -nodes were defined to be points where
two or more triple lines terminated within the resolution of one voxel. Average grain
orientations are computed over each set of associated voxels.

To analyze the pre-shocked state, a 1.2 mm2 × 420 µm region of interest (ROI)
was extracted from the total of 1.2 mm2 × 680 µm measured. From this ROI, 16,996
grains were segmented with mean and standard deviation sphere-equivalent diame-
ter d̄pre = 23 ± 20 µm. Many were significantly larger, and in fact the largest 100
grains account for 25% of the ROI volume; the largest 1000 account for over 90%.
Comparison of the reconstructed pre-shocked microstructure with the EBSD image
of the same sample (though not the same region) in Bingert et al. reveals the ab-
sence of certain thin, flat grains in the nf-HEDM reconstruction. Identified as the
FFC annealing twins, these grains have misorientation 60◦〈111〉 (coincident site lat-
tice (CSL) boundary Σ-3[35]) and share ∼ 1/3 of the same Bragg peaks. For cases
where the grain boundary inclination plane is also 〈111〉, the boundary is called a
coherent twin. The ability to differentiate parent and embedded twins depends on
optimal experimental conditions; in this case, during collection of the pre-shocked
diffraction images, conditions were compromised by beam instability. Combined with
sub-optimal beam-block placement which partially attenuated diffracted beams with
small Bragg angles, this prevents resolution of small twin features. (For an illustra-
tion in which nf-HEDM is used successfully to track annealing twins, see Lin et al.)

A 1.2 mm2 × 400 µm ROI was extracted from the post-shock measurement, with
26,269 grains of d̄post = 13± 15 µm. The large standard deviation reflects the shape
of the size distribution, which again has large positive skew. The difference in the
number of grains found before and after shock treatment is ascribed to the combi-
nation of grain-breakup events and a resolution effect associated with reconstructing
the post-shock volume with smaller voxels. Both the pre- and post-shocked ROIs are
centered around the spall plane of the post-shocked sample state and correspond to
largely the same sample volume.

A registration procedure was followed to map the two data sets into one reference
frame. The optimal registration was obtained by minimizing integrated misorienta-
tion angle[56, 50] under rigid body rotations and translations. Higher order correc-
tions to this registration could be computed on a grain-by-grain basis by allowing
optimization within the full affine space. While this additional procedure would ac-
count for local shape change due to grain plasticity, the initial registration produced
sufficient correspondence between states that further refinement was not necessary.
Both the post-shock HEDM and the voids were transformed in the same way into the
reference frame of the pre-shock HEDM data set, and the void field was compared to
this data set. The void field was not used in determining the registration of states.

The distribution of voids along the loading direction is centered at the sample
mid-plane. Looking down the loading axis, as in Fig. 4.1(d), while voids are concen-
trated near a single radius, the azimuthal distribution is crescent shaped. We discuss
possible causes for this below. The shock compression caused some lateral expansion
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Figure 4.2: A normalized, number-weighted histogram of the misorientation angle
between all nearest-neighbor grains in the pre-shocked (blue) and post-shocked (red)
states. Histogram bins are centered on integer values between [5◦, 62◦]. Inset, bound-
ary area weighted misorientation histograms for all boundaries in the spalled region
(green squares) of the pre-shocked state and just those boundaries found to be asso-
ciated with voids (purple circles). Histogram values are represented by the symbols
and are plotted on a log scale to emphasize differences between the distributions.
Bins are again centered on integer values between [5◦, 62◦].

Table 4.1: Summary of void locations relative to the pre-shocked microstructure.
Voids in one category do not appear in another.

Void Locations Abundance
Within resolution of M ≥ 4 Node 10/485 ≈ 2%
Within resolution of a triple line 126/485 ≈ 26%
Within resolution of a boundary 196/485 ≈ 40%
≤ 10 µm from an interface 91/485 ≈ 19%
> 10 µm from an interface 62/485 ≈ 13%
Total 485/485 = 100%

of the sample, as is shown in Fig. 4.1(a), a cutaway view of the µCT volume. Voids
are small and sparse in the average sense: the porosity over the volume of the sample
is ∼ 0.006%.

Most voids nucleate on interfaces, namely grain boundaries, triple lines and M -
nodes. As seen in Table 4.1, 68% of voids form within one voxel of these interfaces.
This is as expected from previous work [69, 82, 70, 78, 73, 76, 72]. About 19% of voids
form between voxel resolution and 10 µm from one of these interfaces; these voids
may well have formed at boundaries that moved during the dynamic deformation and
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therefore are not precisely at pre-shock boundary locations. Some voids (13%) appear
to form within grains (≥ 10 µm from an interface). This finding has precedent,[77]
but may also be the result of unresolved twins.

4.4 Discussion

The microstructural environment

Fig. 4.2 shows number weighted histograms of the cross boundary lattice misorienta-
tion angle between neighboring grains before and after shock loading. Examination of
the axes of misorientation in these distributions reveals that the sharp peaks at 60◦,
39◦, 35◦, and 32◦ correspond to the ‘special’ CSL boundaries Σ-3, Σ-9 (38.9◦〈110〉), Σ-
27β (35.4◦〈210〉), and Σ-27α (31.6◦〈110〉) respectively. The widths of these peaks are
broadened considerably in the post-shocked state. This finding is consistent with the
average orientation of each grain being individually perturbed by the shock loading.
It is also observed that the dispersion of orientations within grains increases signifi-
cantly after the shock, much as is observed in quasi-static loading measurements [58].

There are some differences in the microstructure local to the voided region relative
to the unvoided regions of microstructure. A subregion of the ROI was used to eval-
uate these differences by first forming a Laplacian surface that enclosed all the voids,
then expanding this surface isotropically by 100 µm. The resultant crescent-shaped
mask partitions points within the ROI into nominally voided and nonvoided regions,
with the voided region occupying the region within the mask. Grains within this
voided region form a Σ-3 related domain that blankets the void field. Using three
large void-hosting grains as seeds, we examine grains connected to these seeds by Σ-3
boundaries and expand to their Σ-3 connected neighbors. To limit the growth of this
Σ3D, connected grains must be members of the largest 500 grains within the ROI.
The resulting domains contain 46 grains, make up 10% of the ROI, and span the void
field. These large domains are characteristic of the voided region. Relative to outside,
the voided region contains twice the boundary area fraction of Σ-3 connected grains
belonging to domains with ≥ 13 constituents. The mean domain size for the region
outside the voided region is 6.7 Σ-3 connected neighbors; within it is 9.0. These dif-
ferences are highlighted in Fig. 4.3.

While there is a difference in Σ3D size within the voided region, there is no statisti-
cally significant variation in local misorientation distribution between the voided and
unvoided regions. Area-weighted misorientation distributions for grain boundaries
within randomly placed spheres of radius r were computed at the spall plane. The
distributions obtained did not differ significantly across length scales at r = 50 µm,
r = 100µm, r = 150µm, or r = 200µm as would be expected if local grain boundary
character were to explain the shape of the void field.
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Figure 4.3: Area-normalized histogram of the Σ-3 connected domain size, Σ3D. The
red distribution represents boundary area within the spalled region, while the blue
distribution represents boundaries that are outside. The horizontal axis indicates the
number of grains within a domain.

Void location statistics

The Nv = 196 voids on grain boundaries are on boundaries of only 112 unique grains,
which are in general large, together comprising 25% of the pre-shock ROI. The mis-
orientation angles of these boundaries are shown in the inset of Fig 4.2 in purple;
in green, the boundary-area weighted misorientation distribution of all boundaries in
the voided region is shown for comparison. Of interest is how the probability of void
formation, P [v], depends on a particular misorientation angle, ∆g. The measured
misorientation distribution in purple in Fig. 4.2 is the probability of observing a
particular misorientation, given that that boundary has a void, P [∆g|v]. Application
of Bayes’ Theorem allows for the reversal of the conditional,

P [v|∆g] =
P [∆g|v]

P [∆g]
P [v] (4.1)

which allows us to evaluate P [v|∆g], the probability of forming a void given ∆g,
modulo the overall constant factor of P [v] about which we are not concerned. The
ratio of the distributions in the inset of Fig. 4.2 gives Fig. 4.4. Marked horizontally
in yellow is the line at which P [∆g|v]/P [∆g] = 1, the case of statistical independence
between v and ∆g. The overlap of the error bars with P [∆g|v]/P [∆g] = 1 indicates
that there is no evidence that misorientation angle promotes or inhibits void forma-
tion among various boundary populations, special CSL or otherwise. The two peaks
at the low limit of ∆g may be misleading since they are based on the formation of
only two and three voids respectively. While we have marginalized over the rotation
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Figure 4.4: A histogram proportional to P [v|∆g], the probability of void formation
given a certain boundary misorientation angle, ∆g. Nv=196. See text for details.
The error bars are propagated Poisson errors from the distributions in the inset in
Fig. 4.2.

axis and boundary inclination degrees of freedom, these are strongly coupled to ∆g
for the special CSL cases. Due to the large area fraction of Σ-3 boundary within this
region, the remaining ≈ 100 voids that are on other, general high angle boundaries
are not numerous enough to statistically resolve nucleation preferences among gener-
alized high angle boundary types.

Resolving the relative void nucleation preference between the coherent twin bound-
ary and general Σ-3 boundary types could further validate simulations [65]. For
reasons discussed above, many of the coherent grain boundaries are missing from
our analysis. Utilizing a regularized smoothing algorithm to remove discretization
noise[40] of the Σ-3 grain boundaries observed, we calculate < 1% of the Σ-3 bound-
ary area within the voided region is within 10◦ of the coherence criterion; the expected
fraction is substantially larger than this [38]. As such, we cannot draw conclusions
about nucleation preferences among this class of boundary from the current data set.

Void distribution

While the distribution of voids along the loading direction is centered at the sample
mid-plane, the azimuthal distribution is nonuniform, as is clear from Fig. 4.1d. This
distribution may be caused by either the microstructure of the voided region itself or
by loading asymmetry.

The underlying microstructural may cause this azimuthal variation. The mi-
crostructure within the voided region contains unusually large Σ3Ds comprised of
usually large grains. The implication is that the size of the constituent Σ3D may
play some role in localizing the stresses that cause incipient void formation. Grain
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size may play a contributing role. Comparing the stresses within these regions using
the far-field HEDM technique (ff-HEDM)[9, 17, 19, 20, 21] could be illuminating.

On the other hand, some facts argue for asymmetry in the loading condition as
the primary cause of this distribution. As mentioned, there is no variation in the local
misorientation distribution within and outside of the voided region as would be ex-
pected if local grain boundary character explained the shape of the void field. Further,
the spatial variation in void location is smooth; if there were localized microstructural
features associated with spots of preferential nucleation, these features would have to
be non-homogeneously distributed within the microstruture, which is unlikely for a
conventionally processed specimen. Under perfectly uniaxial loading conditions, by
symmetry, there should be no azimuthal strain variation from the impact. Triaxiality
due to asymmetric plate impact or non-ideal lateral momentum confinement can both
cause release waves which are not along the nominal loading direction. These waves,
when superposed with waves along the nominal loading axis are capable of modifying
the regions of tension and compression. Notably, voids form in regions of tension, but
from the data collected, one cannot determine the local strain states in the material.
Indeed, mapping these states with ff-HEDM could assist in the resolution of questions
like these.

3D grain morphology characterization

Grains forming the Σ3Ds have non-convex and re-entrant shapes, with protrusions
that span hundreds of microns [83]. The complex grain conformations and the large
sizes of some of the grains within the volume cannot be inferred from planar cross
sections. To show this, planar slices normal to the loading axis of the 500 largest
grains in the ROI are examined. For each of these grains, a sphere equivalent volume,
V2D,XY , is determined using the cross-sectional area equivalent circle diameter and
compared to the 3D measured volume from the nf-HEDM measurement, V3D. Taking
the ratio of these quantities gives an estimate for accuracy of the naive stereographic
assumption. Figure 4.5(a) plots this quantity as a function layer index, spanning
the number of 4 µm spaced layers of HEDM data over which each grain persists.
The black overlay represents an 80 µm perfectly spherical grain, with a V2D,XY/V3D

ratio of unity at the cross section at the equator of the sphere. For the largest
grains, each grain’s true volume is underestimated, and significant deviations from
the equiaxed case show the formation of narrow protrusions from the bodies of the
grains. These protrusions, however, do not appear to form isotropically; Fig. 4.5(b)
shows the same metric computed from slices in a perpendicular plane and indicates
overestimation of grain volume. Grain protrusions or long axes extend preferentially
along the loading direction. Neither cross section accurately estimates grain volume
for the larger grains in the measured region. Smaller grains exhibit apparent volume
estimates more consistent with equiaxed, more spherical shapes. The Σ3D connected
grains within the voided region are large (46 of these grains comprise 10% of the
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Figure 4.5: Plots of the ratio between sphere equivalent volume and the actual mea-
sured volume for the largest 500 grains, ordered from largest (grain 1) to smallest
(grain 500). Note, the vertical axis is scaled logarithmically. Sphere equivalent vol-
umes are calculated by finding the sphere equivalent area of a given 2D slice in (a) the
XY plane or (b) the XZ plane. Overlayed in black is the ratio plotted for a spherical
grain of radius 80 µm. While the smallest grains are reasonably spherical, large grains
are elongated; this is seen by noting the deviations from the black curve’s shape in
the curves corresponding to the larger grains. (Deviations between the horizontal
extent of the black curve and the colored curves represent differences in grain size
only.) Excepting the start and end points of each curve, regions where the computed
ratio differs from unity represent cross-sections where simple stereographic estimates
of grain size are misleading.
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volume of the entire∼ 1.7×105 grain ROI) and include the grains with these extending
protrusions. These re-entrant shapes may also play some contributory role in void
formation.

4.5 Conclusion

This work demonstrates a new methodology for studying shock loading that allows
3D, before and after measurements. Void observations are interpreted in the context
of the surrounding initial state microstructure, i.e. the microstructure that received
the shock. Such a pre-shock measurement was not possible prior to the development
of HEDM and related high energy x-ray grain mapping methods. Three dimensional
information is found to significantly affect interpretation. For example, in the present
case, large networks of Σ3Ds that are specific to the voided region limit statistical
statements about the grain boundary character dependence of the susceptibility to
void formation. On the other hand, the prevalence of voiding within this region
raises questions as to a possible role of large grains, complex grain topologies, and/or
Σ3Ds.

In future work, it will be possible to fully characterize samples prior to shock
loading experiments and to select specific microstructural sites of interest. Adding
non-destructive strain state characterization using far-field HEDM before and after
loading will yield substantially more detailed information with which to test compu-
tational models. Even in the current data set, a wealth of information (e.g., grain
rotation, break-up, and internal misorientation development) remains to extracted.
Avenues for further work on the current data set include analyses of changes in grain
morphology and of intragranular damage accumulation through observed orientation
variations. More broadly, the methodology can be employed to study myriad shock
loading scenarios and specimens.
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Chapter 5

Case Study: Thermally Induced
Porosity in a Sintered Ni-base
Superalloy

Like the last chapter, this chapter follows a case which demonstrates an application
of the nf-HEDM technique that requires accurate localization of microstructural in-
terfaces. Here, the location and position of grain triple junction lines influence the
interpretation of the mechanism for thermal porosity growth. The manuscript below
is currently under review.

5.1 Introduction

A variety of methods have been developing over the past 10 years that use the pen-
etration power of high energy x-rays to address internal microstructural issues in
polycrystalline materials [7, 45, 9, 10, 84, 85]. The non-destructive nature of x-
rays in hard materials allows the tracking of thermal [86, 87, 88] and mechanical
[50, 89, 21, 59, 90, 58, 60] responses; these techniques can be extended to many ad-
ditional sample treatments, types, and states. Synchrotron beams can be tuned to
convenient energies for a broad range of sample materials [91] and can be used in
a variety of focusing configurations. Recent work by a large collaboration involving
the present authors and others has moved in the direction of combining multiple
measurement modalities so as to gain a more complete picture of sample states and
heterogeneous responses[21] as well as developing sophisticated sample environments
[92]. Here, we describe integrated micro-computed absorption tomography (µCT)
measurements of internal void distributions and near-field High Energy Diffraction
Microscopy (nf-HEDM) mapping of grain shapes and orientations.

Following considerable development, powder metallurgy has become one of the
most common processing routes for nickel-base superalloys used in turbine engine
applications, as the process is a cost-effective means to control both alloy composi-
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tion and microstructure [93, 94, 95, 96]. One downside to this pathway, however, is
the tendency to form thermally induced porosity (TIP) which can have significant
deleterious impacts on materials performance [97]. Powder processed nickel-base su-
peralloys are particularly prone to TIP, as subsequent heat treatments near the high
solvus temperature of the strengthening γ′ phase causes expansion of entrapped gas
from the atomization process and consequent nucleation of pores [98, 99, 100]. Anal-
ogous effects are present in some additive manufactured metallic materials [101, 102].
For the powder case, gas may also become entrapped by leakage during hot isostatic
pressing (HIP) processing [103, 100]. The formation of TIP must be mitigated, as the
pores can act as fatigue crack initiation sites and thus limit the overall mechanical
performance of the alloy [97].

A nickel-base superalloy [104] sample was purposely treated to induce a significant
population of thermally induced pores [99, 100]. The data are shown to reliably
reproduce the expected correlations between specific microstructural features and
void positions, thus validating the measurements and analysis procedures. This work
then sets the stage for future work correlating density inhomogeneities of multiple
origins (voids, cracks, second phase inclusions, etc) to underlying microstructure and
microstructural responses. Indeed, a similar analysis may be adapted to study the
interplay between microstructure and porosity in additive manufactured metals.

Crystalline grains are joined at quasi-two dimensional interfaces or grain bound-
aries. The boundaries are regions of excess energy density relative to the energy
density in crystalline volumes;[2] the structural disorder leading to this increased en-
ergy extends over a finite thickness at the atomic scale [105]. Due to the atomic
disorder, boundary regions are typically associated with a slightly reduced material
density and, thus, may allow for increased diffusion rates relative to those in single
crystals. Boundaries can also be sinks for impurities and in some materials have been
associated with distinct structural phases [106]. The edges of grain boundaries occur
at junctions where three grains meet; these are typically linear junctions known as
triple lines. These linear defects can serve as pipes for atomic diffusion. Triple lines, in
turn, end at four grain junctions which are essentially points, called quadruple nodes.
While fortuitous alignment of grains can generate triple planes and quadruple lines,
these are extremely rare and, in most cases, accidental. Triple lines and quadruple
nodes, of course, can also be expected to be sinks for diffusing species and therefore
can be preferred locations for TIP formation [107]. As such, we would expect pores
to form at these interfaces as opposed to intragranular regions.

5.2 Experiment

5.2.1 Sample

The nickel-base superalloy sample was prepared at the Air Force Research Lab (AFRL).
The as-received material was a powder processed polycrystalline nickel-base superal-

125



loy with a subsolvus heat treatment and starting grain size of approximately 5 µm
. The initial volume fraction of porosity was measured in the as-received sample by
automated serial sectioning SEM analysis[108] to be approximately 0.25%. The ma-
terial was subsequently subjected to a supersolvus heat treatment at 1215◦ C for 48
hours, followed by an oil quench. This was expected to cause argon gas, which was
present in solution in the matrix after the powder processing, to coalesce and form a
distribution of pores throughout the material. The final measured volume fraction of
porosity in the region characterized here is 5.9%, as calculated from the µCT recon-
struction of the sample described below. The sample was electric discharge machined
(EDM) so as to have a measured gauge section of 1 mm by 1 mm square and a length
of 5 mm. Two small gold fiducial markers, approximately 30 µm × 30 µm × 50
µm in size, were affixed to the sample surface with micro-manipulators with one
millimeter between the centers [44]. These markers are easily visible in tomographic
images and are reconstructed from the nf-HEDM data as well so they are useful in
registration of the data sets. Single layers of nf-HEDM data were collected from the
sample cross-sections at the midpoints of the markers while 55 contiguous layers are
collected from a volume between the markers, as described below.

5.2.2 Measurements

µCT was conducted concurrently with a nf-HEDM measurement at the 1-ID beamline
at the Advanced Photon Source at Argonne National Laboratory. The combined use
of these techniques provides a 3D spatially-resolved orientation field, and a map of
the locations and shapes of pores larger than a few microns in diameter. The common
measured volume is shown in Fig. 5.1.

Tomography

A large “box” beam, 1 mm in the vertical direction by 1.5 mm horizontally, defined
by slits upstream of the sample, illuminates the entire sample cross-section and the
entire region between and including the gold fiducial markers. The chosen beam
energy of 65 keV is well matched to the sample cross-section dimension since the
absorption length in nickel at this energy is approximately one millimeter. Images of
the transmitted intensity pattern are collected with the same high resolution imaging
detector as used in the nf-HEDM measurement. Spatial resolution is isotropic and is
defined by the pixel pitch of 1.5 µm . Images are collected at fixed sample rotation
positions, ω (the ω axis is orthogonal to the beam and vertical in the hutch), at 0.1◦

intervals spanning a 180◦ range. The counting time per image is 0.2 seconds. The
µCT data volume was reconstructed using the GridRec algorithm implemented in
code available at the beamline [22, 24, 23].
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HEDM

The nf-HEDM measurement[9, 8, 7] again uses 65 keV x-rays, now focused in the
vertical direction by silicon sawtooth refractive lenses to ∼2 µm vertical × 1.5 mm
horizontal. This beam illuminates a cross-section of the sample and diffraction im-
ages are collected using the same detector as described above. In this measurement,
diffraction images were collected in δω = 1◦ integration intervals spanning ∆ω = 180◦

range. The counting time per image was 0.8 seconds and the sample rotated continu-
ously as images were collected. As is typical, two rotation axis-to-detector distances
were sampled, in this case at L = 4.2 and 6.2 millimeters from the rotation axis.
Fifty-five such layer data sets were collected with 4 µm spacing between them so the
data set spans 220 µm along the sample axis. The forward modeling computational
method (FMM) [8] implemented in the IceNine software package [10] was used to
reconstruct the microstructure. Each measured sample cross-section is meshed with
small triangular elements (voxels), here with ∼ 2.5 µm sides. This voxel size strikes
a balance between computational overhead and the limiting spatial resolution of the
detector which is ≈ 1.5 µm .

The lattice orientation in each voxel is independently optimized to generate maxi-
mal overlap with experimentally observed scattering over the entire image set. The 3D
orientation field is constructed by integrating the reconstructed orientation fields of
these 2D cross-sections. Orientation resolution of the resulting map is ∼0.1◦ [10, 109].
The spatial resolution referred to here is specifically relevant to locations of grain
boundaries. Neighboring orientations are, in effect, compared through a “confidence”
or completeness measure based on the fraction of simulated Bragg peaks that are
matched in the experimental data set [8, 10]. This comparison of lattice orientations
is not available at the edges of the sample or in the neighborhood of voids or pores,
and for this reason the nf-HEDM method has a broader resolution width with re-
spect to locating such features. Large pores are observed through reduced values of
the confidence metric but small pores are not resolved. We therefore employ the µCT
data to establish clear, high resolution 3D definition of the pores.

In addition to the nf-HEDM orientation mapping and µCT density mapping, far-
field high energy diffraction microscopy (ff-HEDM)[9, 17] data were also collected.
These data, using a more efficient but lower resolution detector placed & 1 m down-
stream of the sample, are used here to resolve the presence of minor phases (more
conventionally, ff-HEDM is used to determine lattice orientations, elastic strains and
grain centers-of-mass [9, 21]). Analysis of the raw far field diffraction images shows
fundamental peaks with contributions from both the FCC matrix γ phase and the
coherent L12 precipitate γ′ phase and superlattice peaks with contributions from only
the γ′ phase. Diffracted peak intensity observed from both the matrix and the co-
herent precipitate is consistent with the lack of significant texture in the orientation
distribution deduced from the data of Fig. 5.1a. A limited number of peaks not
associated with the γ matrix phase or the γ′ precipitate phase are also present, sug-
gesting the possibility of additional phases within the alloy material. The scattering
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(a)

(b)

Figure 5.1: (a) The measured orientation field. Distinct colors represent distinct
grains. Grains are defined as contiguous sets of ≥ 3 voxels with disorientation < 5◦.
The total measured volume is ∼ 1 mm × 1mm × 220 µm and contains ∼ 17, 500
such grains. Colors are coded by grain ID numbers. (b) Pores segmented from the
µCT within the volume common to the µCT measurement and the 55 layer nf-HEDM
volume, mapped into the coordinate frame of the orientation field of (a). Distinct
pores (∼ 250) are given distinct, but arbitrary, colors.
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from these phases is weak and sparse, which indicates these scatterers are small and
rare and should not impact the following analysis.

5.3 Characterizations

Pores are extracted from the tomography data set by segmenting at a threshold re-
constructed density level characteristic of the pore features. Excluding apparent pore
features smaller than two tomography voxels, the number of pores is 264 and the
average and standard deviation radius is found to be r̄p = 6.5 ± 4.6 µm (sphere

equivalent radius, r = ( 3
4π
V )

1
3 , where V is the sum of included voxel volumes) with

the distribution of radii shown in Fig. 5.2a. The nf-HEDM data contain a rich set of
microstructural information. To quantify the differences in the relative orientation of
neighboring grains, we employ the disorientation angle, the minimum angle required
to rotate a crystal’s orientation or one of its symmetry equivalents about the appropri-
ate axis to obtain the orientation of the neighboring crystal. Grains are defined here
to be sets of three or more contiguous voxels with disorientations of < 5◦. This yields
an average and standard deviation sphere equivalent grain radius of r̄g = 12.1 ± 8.4
µm . Roughly 17,500 distinct grains are found in the 0.220 mm3 measured volume.
Figure 5.2a compares the distributions of grain and pore radii normalized by the av-
erage grain radius R̃ = r/r̄g. These are plotted against the log of the normalized
frequency and show almost two decades of pore sizes and three decades of grain sizes.
Pores are, in general, smaller than the grains that make up the bulk of the volume
thus allowing the association of pores with particular microstructural features.

The analysis of nearest-neighbor grain pairs shown in Fig. 5.2b, based on the
∼ 17, 500 grain network, reveals a smooth Mackenzie-like distribution associated with
random orientations,[3] modulated by a comparatively large population of boundaries
with 60◦ lattice rotations; this peak is common to low stacking fault energy fcc mate-
rials such as nickel and its alloys, and in this case are thought to be annealing twins
grown during heat treatment [88]. The vast majority of the boundaries at 60◦ have
the Σ3 disorientation (60◦ rotation about the 〈111〉 axis). In contrast to nf-HEDM
data sets in well-annealed, pure nickel[109, 88] and copper[58, 83] the current sample
lacks significant peaks at Σ9 and/or Σ27 disorientations. This distinction may be re-
lated to the powder origin of this sample in contrast to casting or forging processing
pathways.

5.4 Microstructure-pore correlation

The reconstructed µCT and nf-HEDM data sets, both shown in Fig. 5.1, are regis-
tered by hand to within the spatial resolution of the orientation field. This registra-
tion is based on both the gold fiducial markers (not depicted in Fig. 5.1) and on the
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Figure 5.2: Microstructure statistics. (a) Log-scaled normalized histogram of grain
and pore sizes, plotted as a function of reduced sphere equivalent radius. Grain sizes
are shown in black circles, pore sizes in blue pluses. The reduced radius is defined as
the radius of the object divided by the average grain radius, r̄g = 12.6 µm. The bin
width is 0.05 in reduced units. In each case, the largest features have only one or zero
occurrence per bin. (b) Normalized disorientation angle distribution for all unique
nearest-neighbor grain pairs. The peak at 60◦ is characteristic of low stacking fault,
face centered cubic metals; [2] the vast majority of these neighbor pairs have the Σ3
disorientation, corresponding to a 60◦ rotation about a 〈111〉 axis. The otherwise
essentially smooth distribution is characteristic of randomly oriented cubes [3]. Bins
are 0.1◦ wide.
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Table 5.1: Summary of statistics for triple lines. All units of distance measured in
R̃ := r/r̄g. The column labeled ∆ is the difference of the two preceding columns.
COM refers to center of mass, NTL to nearest triple line, NQN to nearest quadruple
node, and RP to random points.

Feature 〈| rRP,NTL |〉 〈| rPore,NTL |〉 ∆
Pore COM to NTL 0.68 0.44 0.25

All Pore Voxels to NTL 0.68 0.36 0.32

pore structures which are resolved by both of the measurements (i.e., relatively large
pores).

To facilitate analysis of pore proximity to microstructural features, triple lines
and quadruple nodes were extracted directly from the voxelized orientation field by
identifying and connecting discrete points connecting neighboring grain triples. Grain
orientations are not smoothed during this process, but one nearest-neighbor mean-
position filter was applied to smooth the extracted triple lines. Quadruple nodes were
defined to be the points terminating these lines. Anecdotal examination of typical
pore-orientation field topologies shows myriad cases in which a pore has formed in
close proximity to either a triple line or quadruple node. Prototypical examples are
pictured in Fig. 5.4. We use the term “close proximity” due to the finite (and differ-
ent) measurement resolutions of the HEDM and µCT techniques. Figure 5.4a depicts
a triple line in black formed by the intersection of three grains. Only two cross sections
of the 3D orientation field are plotted, but volumetric orientation information from
the adjacent layers was used to extract the entire triple line shown. A triangulation
of a segmented pore is plotted in light blue, and the triple line, at the intersection of
the same three grains, can be seen to extend to one side of the pore and resume at
the other side. This is a typical arrangement for a pore that has nucleated on or near
a triple line and implies the morphology of the line itself is important in determining
the ultimate morphology and location of the pore. Figure 5.4b depicts a side view of
this same system.

Figure 5.4c shows a typical arrangement for a pore nucleating close to or on
a quadruple node. Several triple lines formed by the intersection of nearby grains
terminate in quadruple nodes on the boundary of a single grain (dark brown in the
figure); thus the pore has formed within close proximity to many of these features.
While there exist some pores that appear to be near the centers of grains, these are
rare by comparison to the morphologies illustrated here.

The computational extraction of large numbers of voids, triple lines and quadruple
nodes allows a statistical analysis of the spatial correlations between these features.
It is expected that the average distance from a random point in the microstructure
to the nearest triple line or quadruple node will be of the order of the grain radius.
If pores nucleate at random positions, we expect this same result. If pores nucleate
preferentially at or near these features, then the distribution of distances should be
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Table 5.2: Summary of statistics for quadruple nodes. Abbreviations are the same as
in Table 5.1.

Feature 〈| rRP,NQN |〉 〈| rPore,NQN |〉 ∆
Pore COM to NQN 0.88 0.63 0.25

All Pore Voxels to NQN 0.88 0.52 0.36

compressed to smaller values. For each pore, the minimum perpendicular distance
to each feature type is calculated. Distributions using both the pore centers of mass
and all points within the pores are shown in Fig. 5.5. Also shown are distributions
obtained by finding the minimum distance from N ≈ 4 × 105 randomly generated
points to the triple lines and quadruple nodes. The pore-associated points indeed do
occur closer to the origin than the peaks for the ensemble of random points. The data
in Fig. 5.5a are noisy due to the limited number of ∼250 pores within the volume.
The pores contain on average ∼340 µCT voxels. Using the ensemble of these points
gives the distribution in Fig. 5.5b. The fact that the relatively smooth solid curves
in Fig. 5.5b are consistent with the noisy distributions in Fig. 5.5a implies that most
voids have isotropic shapes. We will discuss exceptions to this observation below.

After generating the random points, we calculate the average distance to the
nearest triple line, 〈| rRP,NTL |〉, and the average distance to the nearest quadruple
node, 〈| rRP,NQN |〉. We then may compare these distances to the averages for the pore-
associated points, from either the pore center of mass or all pore constituent points to
the nearest triple line or quadruple node. Results for triple lines are summarized in
table 5.1 and results for quadruple nodes are summarized in table 5.2. For a given set
of pore-associated points and either the nearest triple line (NTL) or nearest quadruple
node (NQN), the column of the table labeled ∆ represents the difference of the first
two columns, and indicates that voids are substantially closer, by both center-of-mass
or volume point measures, to these microstructural features than are random points.

While the correlations described are qualitatively convincing, we next test these
results for statistical significance. Because we are comparing empirical distributions,
we employ non-parametric tests to perform confidence testing. Two such tests used to
differentiate between distributions are the Wilcoxon rank-sum (WRS) test[110] and
the Kolmogorov-Smirnov (K-S) test [111, 112, 113, 114]. These tests differ in their
implementation but are each used to establish whether collected observations from
two separate distributions come from the same underlying distribution. Perform-
ing the WRS and K-S tests comparing the collection of

∣∣rPore,NTL

∣∣ and
∣∣rPore,NQN

∣∣
distributions with the corresponding

∣∣rRP,NTL
∣∣ and

∣∣rRP,NQN
∣∣ distributions shows sta-

tistical significance at vanishing p levels, with p being the probability that the two
distributions are drawn from the same population. Figure 5.6 shows the cumulative
distributions associated with the distributions in Fig. 5.5b, and illustrates clearly
that pores are found closer to quadruple nodes and triple lines than random points.

In addition to examining pore location within the grain network, the correlation
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|rPore,NTL|

|rRP,NTL|

Figure 5.3: A 2D grain schematic illustrating the statistical used for analysis. The
green, red, and yellow regions represent grains; pictured is the cross section of an
imaginary tricrystalline cylindrical sample. These grains are joined by a triple line
orientated along the axis of the cylinder, depicted in black. A pore is depicted trans-
parent cyan, with its center of mass in darker cyan. The distance between this center
of mass and the triple line is |rPore,NTL|. If there were another triple line in the
sample, the nearest would be chosen to compute this quantity. A random point is
shown in magenta. The distance between this point and the nearest triple line is then
|rRP,NTL|.
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(a)

(c)

(b)

Figure 5.4: Typical grain–pore topologies. In each figure, a triangulation of pore
points is shown in light blue together with neighboring grain orientations. Orienta-
tions are colored by mapping Rodrigues orientation vectors to red-green-blue color
vectors. (a) A pore formed on a triple line (black). The triple line is formed by the
intersection of the dark green, light purple, and dark purple grains. While the entire
pore volume is shown, only two layers of the measured orientations are shown in order
to make the pore visible; the same three grains enclose the pore and intersect along
the entire length of triple line shown. (b) shows the same pore-grain system as in (a),
depicted from a side view with the orientation information made partially transparent
to allow visualization of the pore. The orientation of the triple line appears correlated
with the longer axis of the anisotropic void shape. (c) A pore located at a quadruple
node; in fact, several near-by triple lines terminate on the darker brown grain in the
foreground of the lower orientation layers, which is orientationally distinct from the
grains above it. A 2D representation of the orientation field approximately 20 µm
above the shown 3D structure illustrates the triple line’s intersection–marked with the
red circle–with this plane. The statistical significance of these examples is discussed
in the text. All dimensions are in millimeters.

134



0 1 2 3 4 5
0

0.02

0.04

0.06

0.08

0.1

0.12

Minimum Distance [R]

N
o

rm
a
li
ze

d
 F

re
q

u
e
n

c
y

 

 
Random Points to Triple Line
Pore COM to Triple Line
Random Points to Quad Node
Pore COM to Quad Node

0 1 2 3 4 5
0

0.02

0.04

0.06

0.08

0.1

0.12

N
o

rm
a
li
ze

d
 F

re
q

u
e
n

c
y

Minimum Distance [R]

 

 
Random Points to Triple Line
All Pore Points to Triple Line
Random Points to Quad Node
All Pore Points to Quad Node

[R̃] [R̃]
(a) (b)

Figure 5.5: The minimum distance from each pore to the nearest quadruple node
and triple line compared to the minimum distance from random points within the
microstructure to the same set of quadruple nodes and triple lines. The abscissa is in
dimensionless multiples of the average grain radius, r̄g = 12.6µm. We call this unit
R̃. (a) uses the pore center of mass as a proxy for pore location; (b) uses all points
segmented from the tomography as pore constituents.

between crystallographic orientation and pore location was probed by examining the
grains adjacent to the segmented pores. The pairwise disorientation between triples
of crystals adjacent to the pores was computed and classified by both coincident site
lattice number and disorientation angle. The distribution of these quantities in grains
adjacent to pores showed no discernible difference with the disorientation distribution
shown in Fig. 5.2b. Further, no significant correlation existed among the groups of
triples.

Pore-grain morphologies such as that shown in Fig. 5.4b suggest that anisotropic
pores form with their long axis aligned with a parent triple line. Here, we demon-
strate that the statistics support this observation. After triple line segments that are
interrupted by a pore are connected by linear interpolation, the end-to-end vector,
~v, defining the local triple line direction is computed. Inertia tensors are computed
for the pore and diagonalized as a metric for anisotropy. Taking the ratio of the
largest eigenvalue to the smallest eigenvalue defines an aspect ratio, c/a, for all pores
of usable size for comparison to a nearby triple line. The median c/a = 1.5 is used
as a cutoff to select anisotropic cases, and the N = 100 pores above this threshold
are examined. An alignment coefficient, A = |~v ·~e|, is computed for each pore, where
~e is the principle axis as computed from the inertia tensor. If multiple lines bridge
the pore, these contributions are averaged on a pore-by-pore basis. Results are his-
togrammed in Fig. 5.7. Uniformly distributed random normals on the unit sphere
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Figure 5.6: The cumulative distribution functions (CDFs) for the data shown in Fig.
5.5, obtained by integration. The CDFs for the minimum distance from pore centers
of mass to a triple line and for the minimum distance from pore centers of mass to a
quad node are always greater than their counterparts using random points.
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Figure 5.7: The distribution of the alignment coefficient (cosine of the angle) between
the principle axis of anisotropic pores and the orientation of the nearest triple line.

would result in a flat distribution. The peak at A ≈ 0.75 indicates the pore principle
axes are more aligned with nearby triple lines than would be expected if the principle
axes were randomly oriented.

5.5 Discussion

Statistical analysis shows both that pores are found on average to be 0.32 R̃ closer to
triple lines and 0.36 R̃ closer to quadruple nodes than random points and also that the
long axes of anisotropic pores tend to be correlated with the direction of nearby triple
lines. The preferential nucleation of pores with these morphologies at microstructural
interfaces points to possible mechanisms for their formation. The observations are
consistent with thermally induced pores being a result of either trapped gas diffusing
along the triple lines and collecting at a point or coarsening grains squeezing existing
trapped gas along a triple line.

Gas that remains trapped in the microstucture following the initial processing
treatments will undergo thermally activated diffusion during subsequent heat treat-
ment. This diffusion is accelerated at regions of high free volume; within the bulk
of the sample these regions exist at the interfaces between grains, with the highest
free volume occurring at triple lines and quadruple nodes. It is possible that trapped
gas that initially starts on or diffuses to a triple line will diffuse preferentially along
the line, coalescing into a pore as more gas accumulates, and expanding at high
temperature.

A similar mechanism involves the coarsening of grains during heat treatments.
Gas trapped during initial atomization will be localized between atomized particles.
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Subsequent heat treatments will cause fusing and densification of these particles and
coarsening of grains in the sample. This process will necessarily displace the trapped
gas, which will again flow along triple lines toward quadruple nodes. The data col-
lected, unfortunately, do not allow for differentiation of these cases with respect to
the sample discussed. In-situ or multi-state studies are necessary to resolve these
questions. What we show here, however, is clear correlation between regions of high
free volume and the location of thermally induced pores. In addition, we demonstrate
a capability that will allow sequences of states to be characterized.

5.6 Conclusions

Multimodal, high energy x-ray measurements, here primarily nf-HEDM and µCT,
allow for the collection of statistical microstructural information or analysis of critical
events within polycrystals with full 3D localization of the events and the surrounding
microstructural neighborhoods. The combined strengths of these techniques were
leveraged to extract complete 3D information on the microstructure of a nickel-base
superalloy sample exhibiting significant thermally induced porosity. Triple lines and
quadruple nodes were then extracted from the orientation field; the grain network was
also analyzed. The spatial locations of the thermally induced pores were cataloged
and compared to the locations of the nearest triple lines and quadruple nodes. We find
that the statistical ensemble of pores is found closer to triple lines and quadruple nodes
than are random points. These results have been found to be statistically significant.
No evidence is currently present to suggest that there are groups of crystallographic
orientations around triple lines and quadruple nodes that preferentially nucleate these
pores. These pores may form by the diffusion of trapped gas along the triple lines or
by coarsening grains displacing existing trapped gas along the triple lines.

As previously discussed, porosity significantly impacts material properties both
in materials sintered from powder and in additive manufactured materials. While
powder metallurgists have characterized factors that influence porosity in that pro-
cessing pathway, much less is known about how porosity forms during the various
additive manufacturing processing routes. Hard x-ray techniques like those described
have proven to be a time-efficient and nondestructive way to interrogate bulk poly-
crystalline volumes and should be considered for studies of macroscopic structures
with large gradients in thermal history. Similarly, these methods are recommended
whenever crystallography and material density must be jointly interrogated as in
cases of in situ or ex situ damage nucleation or propagation, during the coarsening
of porous structures, or during the active development of porosity. Combined with
full ff-HEDM analysis, this suite of techniques creates a spatially resolved field of
stress, orientation, and density values from which full mesoscopic analysis is possible.
Clearly, these techniques are most powerful when employed concurrently.

This work also serves to highlight the challenges and rewards of handling large,
3D, multi-parameter data sets. While examples of particular phenomena can be lo-
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cated by direct, human searching, statistical significance must be determined through
automated characterizations that require the development of computer codes and ap-
propriate data structures, as has been done here. The wealth of information in these
data sets requires one to focus on one or two specific aspects and leave many additional
characterizations for future work.
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Chapter 6

Conclusion and Directions for
Future Work

6.1 Recapitulation

This work has sought to the identify fundamental limitations and characteristics of
the forward modeling method of reconstruction. The FMM is challenging to charac-
terize from a conceptual standpoint by nature of the optimization processes integral
to its implementation. To find the core limits of the technique in its current form,
significant effort focused on comparing a precisely performed nf-HEDM measurement
with a ‘ground truth’ surface EBSD measurement. The FMM reconstruction of the
experimental data was heavily constrained by using many peaks to optimize the re-
construction of each voxel’s orientation. Performed in this way, the spatial accuracy
of the reconstructed grain boundaries was found to be within the limits imposed by
the discretization of the underlying reconstruction grid and the effective pixel size of
the nf-HEDM CCD detector. The orientation resolution was found to depend linearly
on the size of the angular integration interval, but was found to be < 0.05◦ for the
conventionally utilized experimental values of of 0.5-1◦.

Neither orientation resolution nor grain boundary fidelity is found to depend
strongly on the Li chosen, though the number and spacing of detectors used was
found to influence subtle features of the reconstruction in understandable ways. The
necessity of iteratively improving a reconstruction by bootstrapping between increas-
ing Qmax and improving E–even when good initial estimates for E were obtained–was
made evident. It has been demonstrated that reconstructions of reasonable to good
fidelity may be obtained through reconstruction with sparsely populated signal. Most
importantly, a calibration sample was fully characterized non-destructively; this sam-
ple can serve as a round robin calibration for new non-destructive imaging techniques
or a test bed for exotic and novel reconstruction methods.

The sensitivity of the FMM reconstruction to the detector geometry of the virtual
experiment was extensively evaluated. The responses of four objective functions, each

140



characterizing grain boundary fidelity, were measured when subjected to perturba-
tions around the equilibrium point in the 6D detector position space. Perturbations
to Rk, Rj, and RL were found to most significantly impact reconstructed boundary
positions, while shears of the detectors in the vertical direction, ∆rk, were associated
with accumulation of significant noise at grain boundary and the development of ar-
tificial boundary curvatures. The strength of the coupling between perturbations in
different dimensions was found to be of highly variable magnitude, with some coupling
weak enough to be safely ignored. Strong coupling between detector center of mass
terms influenced boundary positions, while coupling between many terms contributed
to noise development.

A new approach to optimizing the components of E, intensity convolution, was
proposed to replace naive Monte Carlo and was shown to converge to E0 in a con-
trolled simulation case devoid of non-geometric peak intensity variations. Some mea-
sure of success in modeling these intensity variations was demonstrated, with high
comparative success exhibited for the Lorentz factor and some comparative setbacks
evident for modeling of Debye-Waller intensity variation. These computations will
serve a reasonable springboard, should an interested experimenter desire to advance
techniques utilizing intensity modeling or simulation.

Following these developments, two cases utilizing proper application of nf-HEDM
spatial resolution were illustrated. In the first, a true tour-de-force involving the
efforts of many, the results of three experiments were synthesized to examine the
microstructural affectors of voiding in a shocked copper sample. While no preference
with respect to grain boundary character was discovered, voids were found to be lo-
calized in a region of microstructure with features dominated by large, topologically
complex networks of Σ-3 related grains. In the second case, tomographic and orienta-
tion field data were combined to examine the microstructural features influencing the
presence of thermally induced porosity in a nickel-base superalloy. Pores were found to
be statistically associated with microstructural interfaces and elongated along triple
lines. Each of these examples illustrates results with interpretations that depend crit-
ically on high fidelity spatial information and would be unattainable without careful
adherence to disciplined reconstruction principles.

6.2 Lessons Learned

Work performed in Chapters 2 and 3 point toward guidelines for data collection and
reconstruction that accurately reproduces physically present features within the mi-
crostructure. The vertical profile of the beam should be made as narrow as possible
with the focusing optics, both to minimize finite beam width effects and to collect
the highest order scattering possible. One should be aware that by placing the line-
focused beam at the bottom of the detector, a very good approximation to ki may
be imaged directly, an especially useful feature when seeking to the control the dele-
terious errors shown in Chapter 3. Further, in this configuration, the total number
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of diffraction peaks collected is generally greater than a configuration in which data
collection is performed with the beam in the center of the detector. This is due to
the cubic dependence between Qmax and the total number of peaks observed. (The
relevant comparison involves examining the tradeoff between collecting twice as many
peaks at half the Qmax by including the lower half plane scattering. This tradeoff only
becomes worth considering when the high order scattering is too weak to be viewed
on the detector.) There do not appear to be significant differences in the fidelity
of the reconstructed microstructure for ‘reasonable’ choices of Li, provided a good
approximation for E0 is found. Shrinking the angular integration interval has been
shown to linearly improve the angular resolution of the reconstructed microstructure.
An experimenter can select the appropriate angular interval to achieve desired reso-
lution.

To ensure the highest fidelity reconstructions, a practitioner of nf-HEDM should
utilize as high a Qmax as possible for reconstruction, ideally > 14 Å. Enforcing this
condition requires good optimization of E, and essentially shrinks the size of the region
of the parameter space in which any reconstruction can be found at all. Colloquially,
reconstruction via the FMM becomes more ‘difficult’ (requirements are more precise),
but the results are more accurate. If spatial features are not of critical importance,
high Qmax is not necessary; good approximations to the physical microstructure may
also be obtained through sparse sampling within the angular space.

6.3 Prospects for Future Work

6.3.1 Au Calibration Specimen

While much has been learned from characterization of the calibrant, further worth-
while endeavors include:

• Investigating in detail the decline in reconstruction quality at 0.2◦ angular in-
tegration steps and below and its cause. Following completion of this step,
examining the orientation resolution of the nf-HEDM reconstruction at and
below this limit;

• performing misorientation space analysis of the grain network as a function of
various parameter modifications;

• comparing voxel-by-voxel orientation variations between EBSD and nf-HEDM
data sets and characterizing intragranular orientation variations in detail; and,

• reconstructing the bulk layers and hosting the data publicly.

6.3.2 Technique Development

Other extensions for the simulation suites and intensity convolution could include:
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• illustrating predictive power of the partial derivatives computed by propagating
known perturbations and comparing the output with a reconstruction at that
perturbation;

• extending to objective functions that include metrics that characterize the re-
constructed orientations; and,

• conducting a dedicated experiment to carefully measure non-geometric intensity
variations.

6.3.3 Shocked Copper

Given the wealth of pre-processed data from the shocked copper experiment, one
could imagine:

• characterizing orientation gradients that develop as a result of the shock loading;

• examining grain shape change;

• computing some measure of dislocation content (Nye Tensor or otherwise) to
quantify damage accumulation; and,

• perform a far-field HEDM experiment on the post-shocked state to map the
strain field of the sample.

Each of these research thrusts represents a significant investment in time and en-
ergy; hopefully, amid the fray associated with scrambling toward ever more novel
measurements, some of these questions can be answered.

6.4 Looking Forward

The prospects for researchers desiring to continue to develop HEDM have never looked
better. Within the materials community, there is ever increasing interest in leverag-
ing the significant advancements in non-destructive characterization techniques made
over the past 10 (and prior) years to create multimodal datasets of scale and dimension
never before attained. For example, the herculean task of collecting, reconstructing,
and registering nf-HEDM spatial orientation information, ff-HEDM stress/strain in-
formation, phase and absorption contrast tomography information reflecting material
density, and digital image correlation-based extensometry, while still herculean, is
now commonplace. Tours-de-force are the new norm. At the same time, real-time
feedback is becoming necessary for the next generation of measurements.

Two concurrent thrusts must be balanced going forward, if access to these novel
data sets is going to spread. The first involves engineering and maintenance of the
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systems currently implemented. Updates and patches to fundamental code infras-
tructure must be developed in order to improve the usability and effectiveness of the
tools which allowed such pioneering expansion. These code bases should be refac-
tored and streamlined not because they are ineffective but because maintenance and
support of these systems has become a serious constraint on man-hours better spent
on further innovation or science. Pipelines which automatically log and archive meta-
data must be implemented in a robust manner, again to lessen the transaction costs
and ease the learning curves associated with identifying and storing experimentally
critical information. Each of these tasks could easily occupy a team of professional
developers for a time, and in part, these issues are of concern because such monu-
mental non-scientific tasks currently occupy the attentions of graduate students who
are also trying to achieve scientific results and further innovation. These challenges
will likely remain until funding bodies recognize the potential gains of explicitly fa-
cilitating collaboration between scientists and professional-grade developers.

The second critical research thrust involves further innovation on the part of sci-
entists implementing these techniques. Continuing to develop existing technologies
and algorithms with an eye toward multi-modal integration will enable the creation
of even more intricate and high dimensional data sets. To this point, learning to
model and simulate diffracted intensities is a critical first step toward voxel-by-voxel
strain resolution. Elaborate bootstrapping and optimization techniques may be pos-
sible by integrating nf-HEDM and ff-HEDM into a comprehensive diffraction micro-
scropy experiment that directly gives spatially resolved orientation and strain fields
at the microscale, without the need for time consuming and piecemeal reconstruc-
tion and registration techniques. Those multi-modal reconstruction and registration
techniques which facilitated the case studies of Chapters 4 and 5 have the potential
to hinder further science when viewed as a necessary component of the measurement
paradigm of the future.

While balancing engineering and optimization of existing systems with further
innovation can be challenging, productive multidisciplinary collaborations (like those
which facilitated this work) have the best hope of advancing the bounds of knowledge
in this domain and beyond.
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Appendix A

HEDM-EBSD Surface Registration
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Algorithm 2: GetCost({rEBSD} , zsurface) gives optimum registration and lowest
cost to register boundary sets.

Data: zsurface, EBSD surface boundaries {rEBSD}
Result: ε, the smallest mean error for zsurface and R, the corresponding

registration to {rEBSD}
begin

bHEDM ← GetBoundaries(zsurface) ;
εmin ←∞;
Rbest ← I;
xbest, ybest ← 0;
for θ ← θlow to θhigh do

for x← xlow to xhigh do
for y ← ylow to yhigh do

ε′ ← 0;
R← Rotation(θ);
b′HEDM ← (R ∗ bHEDM) + (x, y);
for b′i ∈ b′HEDM do

ε′ ← ε′ + min
j

√
(b′i − rj,EBSD)2;

end
ε′ ← ε′/(

∑
i);

if ε′ < εbest then
Rbest ← R;
xbest ← x;
ybest ← y;
εbest = ε′;

end

end

end

end
return (Rbest, xbest, ybest, εbest);

end
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