
Approximation Algorithms for the TravelingPurchaser Problem and its Variants in NetworkDesignR. Ravi1 and F. S. Salman21 GSIA, Carnegie Mellon University,5000 Forbes Avenue, Pittsburgh PA 15213, USA.Supported in part by an NSF CAREER grant CCR-9625297.ravi@cmu.edu2 GSIA, Carnegie Mellon University,Supported by an IBM Corporate Fellowship.fs2c+@andrew.cmu.eduAbstract. The traveling purchaser problem is a generalization of thetraveling salesman problem with applications in a wide range of areasincluding network design and scheduling. The input consists of a setof markets and a set of products. Each market o�ers a price for eachproduct and there is a cost associated with traveling from one market toanother. The problem is to purchase all products by visiting a subset ofthe markets in a tour such that the total travel and purchase costs areminimized. This problem includes many well-known NP-hard problemssuch as uncapacitated facility location, set cover and group Steiner treeproblems as its special cases.We give an approximation algorithm with a poly-logarithmic worst-caseratio for the traveling purchaser problem with metric travel costs. Fora special case of the problem that models the ring-star network designproblem, we give a constant-factor approximation algorithm. Our algo-rithms are based on rounding LP relaxation solutions.1 IntroductionProblem.The traveling purchaser problem (TPP), originally proposed by Ramesh[Ram 81], is a generalization of the traveling salesman problem (TSP). The prob-lem can be stated as follows. We are given a set M = f1; : : : ;mg of markets anda set N = f1; : : : ; ng of products. Also, we are given cij , cost of travel frommarket city i to city j, and nonnegative dij , the cost of product i at market j.A purchaser starts from his home city, say city 1, and travels to a subset of them cities and purchases each of the n products in one of the cities he visits, andreturns back to his home city. The problem is to �nd a tour for the purchasersuch that the sum of the travel and purchase costs is minimized. It is assumedthat each product is available in at least one market city. If a product i is notavailable at market j, then dij is set to a high value.



II Applications.The traveling purchaser problem has applications in many ar-eas including parts procurement in manufacturing facilities, warehousing, trans-portation, telecommunication network design and scheduling. An interestingscheduling application involves sequencing n jobs on a machine that hasm states[Ong 82]. There is a set-up cost of cij to change the state of the machine fromi to j. A cost dij is speci�ed to process job i at state j. The objective is tominimize the sum of machine set-up and job processing costs.The traveling purchaser problem contains the TSP, the prize collecting TSP,uncapacitated facility location problem, group Steiner tree problem and the setcover problem as its immediate special cases. The TSP is the case when eachmarket city has a product available only at that city. In the uncapacitated facilitylocation problem, let the �xed cost for opening facility j be fj and the cost ofservicing client i by facility j be dij . Then the problem is equivalent to a TPPwith a market for each facility and a product for each client, where the travelcost between markets i and j is cij = (fi+fj)=2 and the purchase cost of producti at market j is dij . In the set cover problem, we are given a set S and subsetsS1; : : : ; Sn � S. The problem is to �nd a minimum size collection of subsetswhose union gives S. This corresponds to a TPP where S is the set of productsand there is a market j for each subset Sj . The cost of purchasing product i atmarket j (of Sj) is zero if i 2 Sj and is a large number otherwise. There is aunit cost of travel between each market. Then, there is a set cover of size k ifand only if there is a TPP solution of cost k.Hardness. Note that since there is no polynomial time approximation al-gorithm for the general TSP, TPP with no assumptions on the costs cannot beapproximated in polynomial time unless P = NP [GJ 79]. The TPP instanceinto which we reduce the set cover problem has metric travel costs. Therefore,from the above approximation-preserving reduction and current hardness re-sults for set cover [F 96,RS 97,AS 97] it follows that there is no polynomial timeapproximation algorithm for the traveling purchaser problem even with metrictravel costs whose performance ratio is better than (1�o(1)) lnn unless P = NP .Related Work. Due to the hardness of the problem, many researchershave focused on developing heuristics. Most of these algorithms are local searchheuristics (Golden, Levy and Dahl [GLD 81], Ong [Ong 82], Pearn and Chien[PC 98]). Voss [V 96] generated solutions by tabu search. The exact solutionmethods are limited to the branch-and-bound algorithm of Singh and van Oud-heusden [SvO 97], which solves relaxations in the form of the uncapacitatedfacility location problem.Our Results. We give the �rst approximation results for the travelingpurchaser problem. We give an approximation algorithm with a poly-logarithmicworst-case ratio for the TPP problem with metric travel costs (Corollary 1).In fact, this algorithm approximates a more general bicriteria version of theproblem (Theorem 1). For a special case of the TPP problem that models thering-star network design problem with proportional costs, we give a constant-factor approximation algorithm (Theorem 4 and Corollary 2).



III2 Bicriteria Traveling Purchaser ProblemWe consider a bicriteria version of the traveling purchaser problem, where min-imizing the purchase costs and the travel costs are two separate objectives. Thebicriteria problem is a generalization of the TPP, whose solutions provide thedecision-maker insight into the tradeo�s between the two objectives.We use the framework due to Marathe et al. [MRS+ 95] for approximatinga bicriteria problem. We choose one of the criteria as the objective and boundthe value of the other by a budget constraint. Suppose we want to minimizeobjectives A and B. We consider the problemP : minB s:t: A � aDe�nition 1. An (�; �)-approximation algorithm for the problem P outputs asolution with A-cost at most � times the budget a and B-cost at most � timesthe optimum value of P , where �; � � 1.Our approximation algorithm rounds an LP relaxation solution. It uses the\�ltering" technique of Lin and Vitter [LV 92] to obtain a solution feasible tothe LP relaxation of a closely related Group Steiner Tree (GST) problem. Then,the LP rounding algorithm of Garg, Konjevod and Ravi [GKR 97] is utilized toobtain a feasible solution.2.1 Formulation:We represent the bicriteria TPP as the problem of minimizing the travel costssubject to a budget D on the purchasing costs. The following IP formulationis a relaxation of the TPP problem, where the market cities that the purchaservisits are connected by a 2-edge-connected subgraph instead of a tour. In theformulation, the variable xij indicates whether product i is purchased at marketj, and variable zjk indicates whether markets j and k are connected by an edgeof the 2-connected subgraph.min Pj;k2M cjk zjkst nPi=1 mPj=1 dijxij � D (1)mPj=1 xij = 1 i 2 N (2)Pj =2S xij + 12 Pj2S; k=2S zjk � 1 i 2 N; S �M; 1 =2 S (3)xij 2 f0; 1g i 2 N; j 2M (4)zjk 2 f0; 1g j; k 2M (5)Constraint (1) is the budget constraint on purchase cost. Constraints (2)enforce that each product is purchased. Constraint set (3) is intended to capturethe requirement of crossing certain cuts in the graph by edges in the subgraph



IVthat connect the visited markets. Consider a set of markets S not including thetraveler's start node 1, and a particular product i: Either i is purchased at amarket not in S or the 2-edge-connected subgraph containing 1 must contain atleast one market in S from where i is purchased, thus crossing at least two ofthe edges in the cut around S. This disjunction is expressed by constraints (3).The LP relaxation relaxes the integrality of xij and zjk variables. Althoughthe LP has an exponential number of constraints, it can be solved in polynomialtime using a separation oracle [GLS 88] based on a minimum cut procedure.To separate a given solution (z; x) over constraints (3) for a particular producti, we set up a capacitated undirected graph as follows: For every edge (i; j) ofthe complete graph on the market nodes, we assign an edge-capacity zij=2. Weadd a new node pi and assign the capacity of the undirected edge between piand market node j to be xij . A polynomial-time procedure to determine theminimum cut separating 1 and pi [AMO 93] can now be used to test violationof all constraints of type (3) for product i. Repeating this for every product iprovides a polynomial-time separation oracle for constraints (3).2.2 FilteringLet x̂; ẑ be an optimal solution to the LP relaxation de�ned above. By �ltering,we limit the set of markets a product can be purchased at. For each product, we�lter out markets that o�er a price substantially over the average purchase costof the product in the LP solution.Let Di denote the purchase cost of product i in the solution x̂; ẑ, i.e. Di =Pmj=1 dij x̂ij . For a given � > 0, de�ne a group of markets for product i: Gi =fj 2 M : dij � (1 + �)Dig. Every group Gi gets at least a certain amount offractional assignment of product i to its markets in the LP solution as shown bythe next lemma.Lemma 1. For every product i 2 N and � > 0, Pj2Gi x̂ij � �1+� .Proof. Suppose for a contradiction that Pj2Gi x̂ij < �1+� . Then, Pj =2Gi x̂ij �11+� . Note that Di =Pj2M dij x̂ij �Pj =2Gi dij x̂ij > (1 + �)DiPj =2Gi x̂ij by thede�nition of Gi. Since Pj =2Gi x̂ij � 11+� , we get the contradiction Di > Di.2.3 Transformation to Group Steiner Tree ProblemFor each product we identi�ed a group of markets to purchase the product. Wenow need to select at least one market from each group and connect them bya tour. For this, we take advantage of the Group Steiner Tree (GST) problemwhich can be stated as follows. Given an edge-weighted graph with some subsetsof vertices speci�ed as groups, the problem is to �nd a minimum weight subtreewhich contains at least one vertex from each group. We assume without lossof generality that node 1 is required to be included in the tree. We de�ne thefollowing GST instance. Let G be a complete graph on vertex set equal to the



Vmarket set M . The weight of edge (i; j) is set to cij (note that we assume cij ismetric). Let the Gi de�ned as above for each product i be the groups.Consider the LP relaxation of this GST problem, which we denote by LP-GST. The variables zjk denote whether the edge between j and k is included inthe tree.min Pj;k2M cjk zjkst Pj2S; k=2S zjk � 1 S �M; 1 =2 S and Gi � S for some i (6)0 � zjk � 1 j; k 2M (7)The nontrivial constraints (6) enforce that there is a path from node 1 tosome node in group Gi, for every i, in the solution.Lemma 2. Let �zjk = ( 1+�2� )ẑjk. Then, �z is feasible to LP-GST.Proof. Consider S �M containingGi but not city 1. By constraint (2),Pj =2S x̂ij+ 12Pj2S; k=2S ẑjk � 1: Also, Pj =2S x̂ij � Pj =2Gi x̂ij � 11+� by Lemma 1. Then,12Pj2S; k=2S ẑjk � 1� 11+� = �1+� : So, we have Pj2S; k=2S �zjk � 1.Garg, Konjevod and Ravi [GKR 97] gave a randomized approximation al-gorithm that rounds a solution to LP-GST. A de-randomized version can befound in [CCGG 98]. Using any of these algorithms to round the solution �zprovides a tree that includes at least one vertex from each group and has costO(log3m log logm) times Pj;k2M cjk �zjk.We obtain a solution to the TPP as follows. Let T be the tree output by theGST rounding algorithm. Let vi be a market in Gi included in T . We purchaseproduct i at market vi. We duplicate each edge in T and �nd an Eulerian tour.We obtain a Hamiltonian tour on the markets in T by short-cutting the Euleriantour. That is, while traversing the Eulerian tour, when a node that has alreadybeen visited is next, we skip to the next unvisited node, say u, and include anedge that connects the current node to u.The following lemmas are now immediate.Lemma 3. The TPP rounding algorithm outputs a solution with total purchasecost at most (1 + �)Pni=1Pmj=1 dij x̂ij , which is at most (1+ �) times the budgetD, for any chosen � > 0.Lemma 4. The TPP rounding algorithm outputs a solution with total travelcost at most O((1+ 1� )(log3m log logm))Pj;k2M cjk ẑjk, which is at most O((1+1� )(log3m log logm)) times the optimal TPP cost, for any chosen � > 0.From Lemmas 3 and 4 we get the following theorem.Theorem 1. The TPP rounding algorithm outputs a ((1+ �); (1+ 1� )O(log3mlog logm))-approximate solution for the bicriteria TPP problem with metric travelcosts in polynomial time, for any � > 0.



VI The same analysis gives a poly-logarithmic approximation for the TPP aswell, where we relax the budget constraint on total purchase cost and add thecost to the objective function.Corollary 1. For any � > 0, the TPP rounding algorithm �nds a solution forthe TPP with metric travel costs, whose cost is maxf(1 + �); (1 + 1� ) O(log3mlog logm)g times the optimal TPP cost in polynomial time.We note that the TPP with metric costs can be directly transformed toa group Steiner tour problem1 on a metric with m + nm nodes, i.e., one of�nding a tour that visits at least one node from each group. To construct thismetric, we begin with the original metric c on the market nodes. To each marketnode, we attach n new nodes via \leaf" edges, one for each product - suchan edge from market node j to its product node i is assigned cost dij=2. Allother edges incident on the new nodes are given costs implied by the triangleinequality. All the nodes corresponding to a product i specify a group - Thus,there are n groups, each with m nodes. It is now straightforward to verify thatany group Steiner tour can be transformed to a solution to the original travelingpurchaser instance with the same cost. Applying the rounding algorithms forgroup Steiner trees and short-cutting the tree obtained to a tour gives a directO(log3(m+ nm) log log(m+ nm)) approximation to the metric TPP.3 Network Design with Proportional Cost MetricsIn this section we consider a special case of the traveling purchaser problem,which models a telecommunication network design problem. A communicationnetwork consists of several local access network (LANs) that collect tra�c ofuser nodes at the switching centers, and a backbone network that routes high-volume tra�c among switching centers. We model this problem by requiringa ring architecture for the backbone network and a star architecture for theLANs. The ring structure is preferred for its reliability. Because of the \self-healing" properties associated with SONET rings, ring structures promise to beof increasing importance in future telecommunication networks ([Kli 98]). Theformal model follows.We are given a graph G = (V;E), with length le on edge e. Without loss ofgenerality, we use the metric completion of the given graph. That is, length ofan edge e is replaced by the shortest-path length de between its endpoints. Theproblem is to pick a tour (ring backbone) on a subset of the nodes and connectthe remaining nodes to the tour such that sum of the tour cost and the access costis minimized. The access cost of connecting a non-tour node i to a tour node jis dij , i.e. the shortest-path length between i and j. The access cost includes thecost of connecting all non-tour nodes to the tour. On the other hand, the costof including an edge e in the tour is � de, where the constant � � 1 reects themore expensive cost of higher bandwidth connections in the backbone network.1 This is also called the generalized TSP in the literature; see [FGT 97].



VIIThis problem is a special case of TPP where the vertices of the graph corre-spond to both the set of markets and the set of products [V 90]. With the TPPterminology, the purchase cost of a product of node i at the market of node j isthe shortest path length between nodes i and j. Thus, if node i is included inthe tour, its product is purchased at its own market at zero cost. We consider abicriteria version of this problem with the two objectives of minimizing the tourcost and minimizing the access cost. We use the following notation to denote theproblems considered.(A; T; �): Minimize tour cost T subject to a budget on the access cost A,where a tour edge costs � times the edge length.(A + T; �): Minimize sum of the tour and access costs, where a tour edgecosts � times the edge length.3.1 HardnessThe bicriteria problem (A; T; �) is NP-hard even when � = 1. When the budgeton the access cost A is set to zero, the problem reduces to the TSP since everynode must be included in the tour. We show that it is NP-hard to approximatethis problem with a sub-logarithmic performance ratio without violating thebudget constraint. This result does not follow from the inapproximability ofTSP since we assume that the distances dij are metric.Theorem 2. There exists no (1; �)-approximation algorithm, for any � = o(log n),for the (A; T; 1) problem unless P = NP . Here n is the number of nodes in the(A; T; 1) instance.The proof (omitted) is by an approximation preserving reduction from theconnected dominating set problem. Note that since (A; T; 1) is a special case of(A; T; �), the same hardness result holds for (A; T; �).Theorem 3. The single criteria problem (A+ T; 1) is NP-hard.The proof (omitted) is by a reduction from the Hamiltonian tour problemin an unweighted graph which is known to be NP-hard [GJ 79]. Again, since(A; T; 1) is a special case of (A; T; �), NP-hardness of the latter follows as well.3.2 ApproximationThere exists a simple 2-approximation algorithm for the (A + T; 1) problem.Find a minimum spanning tree of G, say MST , duplicate the edges of MSTand shortcut this to a tour. Note that every node is included in the tour so thatthe access cost is zero. The cost of the tour is at most 2 times the cost of MST ,which is a lower bound on the optimal cost.Note that this heuristic is a 2�-approximation algorithm for (A+T; �). How-ever, we obtain a stronger constant factor approximation for both the bicriteriaand single objective problems for arbitrary � by LP rounding. The LP roundingalgorithm uses �ltering to limit the set of tour nodes a node can be connected



VIIIto, as in the TPP rounding algorithm. However, the construction of the tourdi�ers from the TPP rounding algorithm. Tour nodes are chosen based on theaccess costs and the tour is built by shortcutting an MST on a graph obtainedby contracting balls around the tour nodes.We assume that a root node r is required to be included to the tour (this issimilar to including the home city in the TPP). If no such node is speci�ed, wecan run the algorithm n times, each time with a di�erent root node, and pick thebest solution. We use the following relaxation of (A; T; �), which is very similarto the relaxation that we used in the TPP rounding algorithm.min � Pe2E de zest Pi2V Pj2V dijxij � D (1)Pj2V xij = 1 i 2 V (2)Pj =2S xij + 12 Pe2�(S) ze � 1 i 2 V; S � V; r =2 S (3)xij 2 f0; 1g i 2 N; j 2M (4)zjk 2 f0; 1g j; k 2M (5)Variable xij indicates whether node i is connected to the tour at node j, andvariable ze indicates whether edge e is included in the tour. Constraint (1) isthe budget constraint on access cost. Here, dij denotes the shortest path lengthbetween nodes i and j. Constraint (2) ensures that every node has access to thetour. For a node set S excluding r, constraint (3) ensures that at least two edgesof the cut around S, denoted by �(S), is included in the tour, if some node hasbeen assigned to access the tour at a node in S. We obtain the LP relaxation(LPR) by relaxing the integrality in constraints (4) and (5).
��
��
��

��
��
��

  
i

j
k

r

p

a

b

A ball around i of radius r

a b

    

a) b) Contraction of the ballFig. 1. The de�nition and contraction of a ballWe need a few de�nitions before we describe the algorithm. A ball of radiusr around a node i is the set of all points in G that are within distance r fromi under the length function de on the edges. The ball may include nodes, edges



IXand partial edges as illustrated in Figure 1a. When we contract a ball around anode into a single node, (i) we delete edges with both ends in the ball; (ii) weconnect the edges with exactly one endpoint in the ball to the new node andshorten their length by the length remaining in the ball (Figure 1b). Let � > 0and � > 1 be input parameters. The algorithm is as follows:(1) Solve LPR, let x̂; ẑ be an optimal solution.(2) LetDi denote the access cost of node i in this solution, i.e.Di =Pj2V dij x̂ij .(3) Let bDi = (1 + �)Di and de�ne a ball Bi around every node i of radius � bDi.(4) Preprocessing step: remove all balls containing r and connect their centersto r in the access network.(5) While unprocessed balls remain:(5.1) Pick a ball with minimum radius, say Bk, and mark it as a \tour ball".(5.2) Remove all balls intersecting Bk and mark them as \connected via Bk".(6) Contract each tour ball to a node. Let G0 be a complete graph on the con-tracted nodes and r, with edge weights equal to shortest path lengths in G(after contractions).(7) Find an MST of G0 and construct H by replacing edges of the MST byshortest paths in G.(8) Duplicate edges of H and shortcut them to a tour PT .(9) Uncontract the balls. Construct tour T by connecting the center node i ofeach ball Bi to PT .(10) Connect the center of every ball marked \connected via Bk" directly to k inthe access network.Before we analyze the worst-case performance of the algorithm, let us clarifyhow we process ball Bi in Step (9). Let bi be the contracted node correspondingto Bi. Let e1 and e2 be the edges incident on bi in PT . Let v1 and v2 be theendpoints of e1 and e2 in Bi. Connect the center node i to the tour by addingedges (i; v1) and (i; v2) (see Figure 2). Extend e1 and e2 to include the portionsin the ball.
���
���
���

���
���
��� 2

i

a

bv 1
2v

Bi

A contracted ball in PTa) Uncontracting the ballb)

a b

bi

PT

e1
e

Fig. 2. Uncontracting a ball Bi to include in PT



XLemma 5. The rounding algorithm outputs a solution with access cost at most2�(1 + �) times the budget D.Proof. Each nontour node i is connected to a tour node k such that Bi \ Bk isnonempty and bDk � bDi by the choice of the tour balls in the algorithm. Then,the access cost of i is at most � bDi + � bDk � 2� bDi = 2�(1 + �)Pj2V dij x̂ij .Since x̂ is a solution to the relaxation LPR, it satis�es the budget constraintPi2V Pj2m dij x̂ij � D. Thus, the access cost is at most 2�(1 + �)D.Remark 1. The argument in the above proof is also valid for a problem wherean access cost budget is speci�ed separately for each node instead of a singlebudget constraint on the total access cost.Lemma 6. The rounding algorithm outputs a solution with tour cost at mostmaxf2; ���1g(1 + 1� ) times the optimal cost.Proof. We use the following de�nitions. For an edge setM , let c(M) =Pe2M �de.Let P be the set of nodes included in the tour T output by the algorithm. LetGi be a ball around i of radius bDi. Let EC denote the edge set of the contractedgraph. That is, EC excludes from E all edges with both ends in a tour ball aswell as portions of the edges with one end point strictly inside a tour ball.The proof follows from the following claims.Claim 1: c(T ) � c(PT ) + 2�(1 + �)� Pi2P Di.Claim 2: 2(�� 1)�� Pi2P Di � � Pi2P Pe2(Bi�Gi) deẑe.Claim 3: c(PT ) � 2c(MST ) � 2(1 + 1� )� Pe2EC deẑe.Proof of Claim 1: The cost of the tour T equals the cost of PT , the tour onthe contracted nodes, plus the cost of the edges in the tour balls that connectthe tour nodes to PT . For a tour ball Bi, suppose PT touches Bi at points k1and k2. The path in Bi connecting k1 to the center node i and i to k2 has costat most 2�(1 + �)�Di since Bi has radius �(1 + �)Di.Proof of Claim 2: By an argument similar to the proof Lemma 1 it can beshown that for any i 2 V , Pj2Gi x̂ij � �1+� . Then, by constraint (3) of LPR, itfollows that Pe2�(Gi) ẑe � 2�(1+�) for any i 2 V , and Gi excluding r. Note that afractional ẑ value of at least 2�1+� must go a distance of at least (�� 1) bDi to getout of the ball Bi. We can consider this distance as a moat around Gi of width(� � 1) bDi. So, we get �Pe2(Bi�Gi) deẑe � � 2�(1+�) (� � 1) bDi = 2��(�� 1)Di forany i 2 P , since bDi = (1 + �)Di.Proof of Claim 3: The �rst inequality easily follows since we obtain PT byshortcutting MST . To show the second inequality, we show that �z = (1+�)2� ẑ is afeasible solution to an LP relaxation of a Steiner tree problem on the contractedgraph GC = (VC ; EC), with terminal nodes being the contracted balls and r.Consider S containing Bi but not r. By constraint (3) of LPR, Pj =2S x̂ij +12Pe2�(S) ẑe � 1: By the de�nition of Bi, we also havePj =2S x̂ij �Pj =2Bi x̂ij �



XI11+� : Then, 12Pe2�(S) ẑe � 1� 11+� = �1+� : So,Pe2�(S) �ze � 1. Thus, �z is a feasi-ble solution to the LP relaxation of the Steiner tree problem on GC . Let c(ST )be the cost of the LP relaxation of the Steiner tree problem on GC with terminalset the contracted nodes plus r and edge costs �de. Then, c(MST ) � 2c(ST )(see, e.g. [AKR 95]). Since �z is a feasible solution, c(ST ) � Pe2EC �de�ze =(1+�)2� Pe2EC �deẑe. Thus, the claim follows.From Claims 1, 2 and 3 we get,C(T ) � 2(1 + 1� )(� Xe2EC deẑe) + ��� 1(1 + 1� )�Xi2P Xe2(Bi�Gi) deẑe:Since EC excludes edges in Bi for any i 2 P , C(T ) � maxf2; ���1g(1 + 1� )� Pe=2Gi deẑe � maxf2; ���1g(1 + 1� )OPT; where OPT is the optimal cost to(A; T; �) problem.From Lemmas 5 and 6, the next result follows immediately.Theorem 4. For any � > 0, � > 1 and any �, the rounding algorithm outputs a(2�(1+ �);maxf2; ���1g (1+ 1� )) approximate solution for the bicriteria problem(A; T; �) in polynomial time.For minimizing the sum of the two objectives, the performance ratio of thealgorithm is the maximum of the two ratios for the separate objectives. The bestratio is obtained by setting � = 1=p2 and � = 1+1=p2, yielding a performanceratio of 3 + 2p2.Corollary 2. The rounding algorithm is a (3+ 2p2)-approximation algorithmfor (A+ T; �) problem.4 AcknowledgmentsWe are thankful to R. Hassin for proving the NP-hardness of the (A + T; 1)problem and other helpful discussions. We also thank G. Konjevod for pointingout the direct reduction of TPP to a group Steiner tour problem.References[AMO 93] R. K. Ahuja, T. L. Magnanti and J. B. Orlin, Network ows: Theory, Al-gorithms and Applications, Prentice Hall, Englewood Cli�s, NJ, 1993.[AS 97] S. Arora and M. Sudan, \Improved low degree testing and its applications,"Proc. 29th ACM Annual Symp. on Theory of Computing, 485-495, 1997.[AKR 95] A. Agrawal, P. Klein and R. Ravi, \When trees collide: An approximationalgorithm for the generalized Steiner problem on networks," SIAM J. Com-puting 24, 440-456, 1995.
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