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Abstract

Class-based service architectures for quality-of-service (QoS) differentiation typically provide loss,
throughput, and delay differentiation. However, proposals for class-based QoS differentiation generally
do not account for the needs of TCP traffic, which are characterized by a coupling of packet losses and
achievable throughput. Ignoring this coupling may result in poor service differentiation at the microflow
level. This paper shows how Explicit Congestion Notification (ECN) can be used to achieve service
differentiation for TCP traffic classes at the microflow level. We present a traffic marking algorithm for
routers, which, if used in conjunction with ECN, regulates the transmission rate of TCP sources in such
a way that packet drops due to buffer overflows are avoided. We demonstrate how the algorithm can be
integrated in a service architecture with absolute and proportional QoS guarantees. Simulation results
illustrate the effectiveness of the presented algorithms at avoiding packet losses and regulating traffic for
meeting service guarantees, and provide a comparison with other algorithms proposed in the literature.
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1 Introduction

Since the late 1990s, a significant amount of research, e.g., [5, 6, 8, 22, 28], has been devoted to devis-
ing simple and scalable architectures for quality-of-service (QoS) differentiation between classes of traffic.
These proposals, mainly formulated in the context of the Differentiated Services (DiffServ, [5]) framework,
generally provide loss, delay and throughput differentiation between classes of traffic.

However, the scheduling and/or buffer management algorithms involved usually do not take into ac-
count the sensitivity of TCP traffic to losses. TCP traffic, which accounts for more than 90% of the total
traffic on the Internet [7], is a feedback-driven protocol that uses losses as an indicator for congestion avoid-
ance and control [3, 23, 24]. Hence, TCP packet losses lead to significant performance degradation of the
throughput of TCP sources. Furthermore, due to the relatively complex relationship between packet losses
and TCP throughput [29] and the lack of discriminating mechanisms between flows belonging to the same
service class, quantitative loss differentiation on traffic aggregates can result in unpredictable throughput
differentiation between individual TCP flows.

In an effort to reduce losses in TCP/IP networks, Explicit Congestion Notification (ECN, [32]) has been
proposed as an additional congestion signal for TCP flows. ECN allows to mark packets with a Congestion
Experienced (CE) codepoint. When a packet marked with the CE codepoint is received by its destination,
the data is acknowledged with a packet containing the CE-ECHO codepoint. When the CE-ECHO marked
acknowledgment reaches the sender, the sender reduces its throughput, as if a loss had happened in the
network.

The emergence of ECN has stimulated research on appropriate marking algorithms that indicate conges-
tion to TCP sources to avoid packet losses resulting from buffer overflows [4, 14, 15, 16, 18, 20, 21, 26, 30].
The key idea behind these algorithms is to mark packets proactively, that is, before congestion occurs, to
limit the amount of lost traffic in the network. For instance, RED [18] and its extensions, e.g., [26], use a
smoothed average of the buffer occupancy,Q, to infer impending congestion. IfQ is between two thresh-
oldsminTH andmaxTH , packets are marked with a probability increasing inQ. Packets are only dropped
if Q > maxTH . Other algorithms, e.g., Blue [14] or Stochastic Fair Blue [15] use different factors such
as link utilization to infer congestion, or, in the case of Random Exponential Marking (REM, [4]), a price,
depending on the queue occupancy and the difference between aggregate input and output rates. The PI al-
gorithm [21] uses a feedback-based model for TCP arrival rates [27] to let the buffer occupancy converge to
a target value, but assumes a priori knowledge of the round-trip times and of the number of flows traversing
the router.

While all of the proactive marking algorithms discussed above can, to some extent, reduce the amount
of losses in the network, this paper tries to address a broader question. Since ECN provides congestion
signals that can be conveyed before any traffic is dropped, we are exploring if ECN can be integrated with
scheduling and buffer management into a service differentiation scheme for TCP traffic.

We first explore if it is feasible to devise a marking algorithm which can ensure that the traffic load
at a router remains at a level that entirely avoids losses due to buffer overflows at routers without wasting
available network bandwidth. The basic idea is to anticipate the behavior of TCP sources at the routers,
by tracking the window size and the round-trip time of flows at the router, and to use ECN marking to
have the senders adjust the window size of the flows. More precisely, when a router predicts future losses,
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the router sends congestion signals to the sources via ECN with the goal of reducing the sources’ sending
rates before a loss occurs. To that effect, we present a reference marking algorithm that tracks and controls
all TCP flows at a router to prevent impending buffer overflows. This reference algorithm can probably
not be implemented in routers with the hardware currently available, due to the computational overhead
of maintaining per-flow information for all flows, but is useful to assess the viability of our design. To
address scalability issues, we note that in practice, only a small number of flows contribute to the majority
of traffic [2, 12, 13]. We conjecture that tracking and marking only these ”heavy-hitters” is sufficient for
avoiding packet drops. Based on this idea of filtering flows, we present a heuristic approximation of the
reference algorithm that we expect to be computationally efficient enough to be deployed in edge routers,
where congestion is most likely to occur [19]. Then, we examine if ECN can be used to concurrently pursue
both objectives of avoiding losses and regulating traffic to meet per-class service guarantees.

This paper is organized as follows. In Section2, we present the reference algorithm for avoiding buffer
overflows. In Section3, we describe the heuristic algorithm. In Section4, we show how the proposed
marking algorithms can be used for traffic regulation in the context of class-based service differentiation.
We compare the performance of the reference and heuristic algorithms to other algorithms in Section5, and
draw brief conclusions in Section6.

2 A Reference Marking Algorithm for Avoiding Losses

In this section, we describe a reference algorithm for marking TCP traffic at network routers. The objective
of the algorithm is to determine when to mark TCP traffic and which flows to mark in order to completely
avoid packet losses due to router buffer overflows, while maximizing the utilization of the network capacity.

Throughout this section, we assume that all traffic uses TCP. While in practice one can expect a mix
of flows using different protocols (e.g., TCP, UDP, SCTP), we can make this assumption without loss of
generality, since one can always reserve fixed resources at each router for TCP traffic such as a dedicated
buffer and a fixed portion of the output link capacity. Furthermore, we assume that ECN is available in
the network. This assumption is realistic for future networks, as ECN is being rapidly deployed on the
Internet: relatively recent operating systems such as FreeBSD 4.5 or Linux 2.4 already support ECN. For
the description of the reference algorithm in the remainder of this section, we assume that enough resources
are available to perform the needed computations.

We next describe the algorithm at a single router, for a single greedy TCP flow, i.e., a TCP flow that
always has data to transmit. For the time being, we assume that there is no other traffic in the network, and
that the only cause of packet losses at the router is a buffer overflow. The router estimates the congestion
window size and the round-trip time of the TCP flow. With these estimates, future traffic arrivals are pro-
jected, and impending buffer overflows are inferred, as illustrated in Fig.1. In the case of Fig.1, at timet,
a buffer overflow is projected for timet′. If a packet loss is projected, the algorithm reduces the congestion
window size of the TCP source by marking packets with ECN. By reducing the congestion window size,
the sending rate of the TCP source is reduced, and impending packet losses can be avoided. Note that the
proposed algorithm does not require any changes to TCP, and only relies on ECN to reduce the traffic load.

The remainder of this section describes the calculations at the router to project future packet losses. We
explain how to use the projections to mark traffic and avoid packet losses using the simplified model of a
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Figure 1:Overview of the algorithm. At time t of a packet arrival, the router projects future arrivals, by
inferring how the TCP source will send traffic. When an impending buffer overflow is predicted, at timet′

here, a packet is marked to reduce future arrivals.

single TCP flow. We then generalize the proposed technique to multiple TCP flows with different sources
and destinations crossing paths at a same router.

2.1 Projecting Traffic Arrivals to Prevent Losses

Let us assume for now that packet losses can only be caused by a buffer overflow at the considered router,
and letBlim denote the size of the router’s buffer. We refer to the input curve,Rin(t), as the total amount
of traffic that has entered the router until timet, excluding dropped traffic. We refer to the output curve,
Rout(t), as the total amount of traffic that has left the router until timet. At any timet, the backlog at the
router is equal toRin(t)−Rout(t). Hence, we have the following constraint:

∀t : Rin(t)−Rout(t) ≤ Blim . (1)

Assume that the output link capacity of the router has a constant rateC, and that the router uses a work-
conserving scheduler. Thus, for anyt and τ > 0 such that traffic is always backlogged over[t, t + τ ],

Rout(t + τ) = Rout(t) + C · τ . (2)

Since Eqn. (2) characterizesRout whenever there is a backlog, the algorithm only needs to inferRin(t + τ)
for τ > 0, to ensure Eqn. (1) holds att + τ , thereby avoiding impending buffer overflows. To clearly dis-
tinguish between known, measured values and future,projectedvalues of the arrivals and of the departures,
we defineR̃in

t (t + τ) as the value projected at timet for the input curve at timet + τ .
To project future arrivals̃Rin

t (t + τ) for τ > 0, we need to examine how traffic is sent at the source, so
that we can infer how much traffic is received by the router. For this discussion, we consider “segments” and
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“packets” as synonymous. Furthermore, we ignore the slow-start phase of TCP, since the flow is unlikely to
send enough traffic to create a buffer overflow during slow-start, and only focus on the congestion avoidance
phase. Every time an acknowledgment is received at the source, the source sends a number of packets equal
to the maximum of the receiver’s advertised window size,adv(t), and the source’s congestion window
size,cwnd(t), 1 minus the number of packets sent and not yet acknowledged.cwnd(t) is increased by

1
cwnd(t) every time an acknowledgment is received, unless the acknowledgment is marked with the CE-
ECHO codepoint or a packet drop is inferred by reception of a triple-duplicate acknowledgment, in which
casecwnd(t) is decreased tocwnd(t)

2 . Last, if the retransmission timer of the TCP source expires,cwnd(t)
is reset to one and the flow is back to slow-start.

Sincecwnd(t) is conditioned by receiving acknowledgments at the source, the round-trip time (RTT),
that is, the time difference between a packet is sent and its acknowledgment is received at the source, is
central to the evolution ofcwnd(t). The RTT depends on time, due to variable queueing delays, and/or
changing routes. We denote byRTT (t) the value of the RTT at timet, and define a series of “rounds” as
follows. The first round starts when the first packet is sent by the source, and ends when the acknowledgment
to the first packet sent in the first round is received. The(k + 1)-th round starts immediately after thek-th
round ends. Therefore, denoting bysk the start time of thek-th round at the source, thesi are linked by the
recursive equation

si+1 = si + RTT (si) .

Now, within thei-th round, i.e., between timessi andsi+1, a TCP source sends at mostW (si) packets
with W (si) = max{adv(si), cwnd(si)}. Furthermore, it can be shown (see [29], or the example in [33],
Chap. 21) that, in absence of retransmission timer timeouts, and if the TCP source is not in slow-start mode,
W (si+1), the number of packets sent in the(i + 1)-th round is bounded by

1
2
W (si) ≤ W (si+1) ≤ W (si) + 1 . (3)

The lower bound is given by the fact that at most one ECN congestion signal is taken into account per
round [32], while the upper bound is reached only if all packets sent in thei-th round are successfully
acknowledged by the destination. Note that Eqn. (3) is general enough to capture the behavior of Delayed-
ACKs implementations, which issue on AVErage only one acknowledgment for each two data packets.

SinceW (t) andRTT (t) are not known by a router, Eqn. (3) tells us that a router that wants to estimate
future traffic arrivals must be able to estimate, at any timet, RTT (t), W (t), andsi for the current round.
We denote bŷW (t), R̂TT (t), andŝ(t) the estimates at the considered router ofW (t), RTT (t), and ofsi,
respectively.

These estimates are computed as follows. The first time a packet is received at the router, the current
time, T1, is recorded. When the second packet arrives at the router, at timeT2, the value ofR̂TT (t) is
initialized toT2 − T1,2 andŴ (t) is initialized to 1. At timeT2, ŝ(t) is initialized toT2.

After time T2, the key idea to update the RTT estimates is to discriminate the rounds. Measurement
studies [11, 31] show that the RTT is generally significantly larger than the time needed to receive all

1At the end hosts,cwnd(t) is internally expressed in bytes, which does not affect our present discussion.
2This method is equivalent to the SYN-ACK algorithm of [25].
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packets from a given round.3 Thus, monitoring the packets’ interarrival times at the router can determine
alone if a new round has started. More specifically, if, for a constantK > 1, Ti−1 andTi satisfy

Ti − Ti−1 >
R̂TT (Ti−1)

K
, (4)

the router considers thatTi marks the start of a new round.
If Eqn. (4) does not hold,Ti−1 andTi are part of the same round, and̂RTT (t) is set equal tôRTT (Ti−1),

Ŵ (t) is set toŴ (Ti−1)+1, andŝ(t) is set equal tôs(Ti−1). Conversely, if Eqn. (4) holds, the router updates
the estimates as follows:

ŝ(t) = Ti ,

Ŵ (t) = 1 ,

R̂TT (t) = α · R̂TT (ŝ(Ti−1)) + (1− α) · (ŝ(t)− ŝ(Ti−1)) ,

where0 ≤ α ≤ 1 is a constant. The round-trip time estimator used at the TCP sources usesα = 0.9, which
has shown to provide reasonably accurate results [23]. We point out that except in rare cases of persistent
link failure, where packets end up being re-routed, the RTT does not vary significantly over time, and thus,
the algorithm should be rather insensitive to the selection ofα.

With the estimates of the RTT and the window size, the router can project future window sizes. Specif-
ically, for any timet and any timeτ > 0, denoting bỹWt(t + τ) the projection of the window size at time
t + τ , the router computes̃Wt(t + τ) as

W̃t(t + τ) =



Ŵ (t) if t + τ < ŝ(t) + R̂TT (t),
Ŵ (t) + 1 if t + τ ≥ ŝ(t) + R̂TT (t)

and no packet has been
marked (or dropped)
in [ŝ(t), t],

1
2Ŵ (t) if t + τ ≥ ŝ(t) + R̂TT (t)

and at least one packet
has been marked (or
dropped) in[ŝ(t), t].

(5)

The router can discover if a packet has been marked (or dropped upstream) in[ŝ(t), t] by checking the ECN
bits and the TCP sequence numbers. From Eqn. (5), the router projects that the window size does not change
until the end of the current round, and that its value at the beginning of the next round depends on whether
or not a packet has been dropped or marked during the current round. Thus, Eqn. (5) captures the fact that,
at the earliest, ECN signals have an effect only at the beginning of thenextround.

We shall note that this projection is correct only when all packets in a round have been received by the
router. This may seem a restriction, but since the RTT is generally much larger than the time needed to
receive all packets in a given round [11, 29, 31], the projection is generally accurate. With̃Wt(t + τ) given
by Eqn. (5), a router can project the input curve with the following expression:

R̃in
t (t + τ) = Rin(t) + MSS · γt(τ) · W̃t(t + τ) , (6)

3The same assumption is used in [29] for modeling the sending rate of a TCP source, and has been confirmed in experimental
measurements.
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whereMSS is the maximum segment size of the TCP flow, and

γt(τ) =

{
1 if t + τ ≥ ŝ(t) + R̂TT (t),
0 otherwise.

That is, a router can assume that all traffic sent in the next round arrives in a batch right at the start of the
next round. This projection thus assumes a ”worst-case scenario.” In practice, such bursts of traffic are rarely
observed.

Next, we discuss the marking algorithm. To determine if an arrival at timet must be marked, a router
checks that the flow has not already been marked (or has experienced some losses) during the current round.
This test is necessary since at most one ECN-marked packet per round has an impact on the arrivals. If the
flow has not experienced any losses or packet marking during[ŝ(t), t], the router verifies if the following
condition holds:

R̃in
t (t + τ)−Rout(t)− C · τ ≤ Blim . (7)

This condition tests if a buffer overflow is going to occur at he beginning of the next round. Since ECN
feedback does not have any impact until the beginning of the next round, the condition in Eqn. (7) is checked
for τ = ŝ(t) + R̂TT (t) − t. If the condition of Eqn. (7) is violated, then the router marks the packet at
the head of the transmission queue with the CE codepoint. Marking the packet at the head of the queue
minimizes the delay needed for the ECN feedback to reach the source.

We conclude with a discussion on the robustness of the above estimators. If the constantK in Eqn. (4)
is too small (e.g.,K < 1), or if W (t) is extremely large and data transmission appears continuous, the test
described in Eqn. (4) may not be able to discriminate between rounds. In the worst-case, the router may
never infer the start of a new round, and̂W grows unbounded. To address this problem, we use a safeguard,
based on Eqn. (3) as follows. If, at timeTi, we have4

Ŵ (Ti) > Ŵ (ŝ(Ti)−) + 1 ,

the router infers thatTi marks the start of a new round,even if Eqn. (4) does not hold. Now, if K is too
large (e.g.,K > 1000), the router incorrectly infers that each packet arrival marks the start of a new round,
and thus,̂W and R̂TT underestimateW andRTT . In the worst-case, when̂W → 0 and R̂TT → 0,
no projection is performed, thus no traffic is marked, and the algorithm degenerates to Drop-Tail. Our
experiments show that the algorithm is quite robust to changes of the parameters. In fact, the experimental
results gathered in Section5 with K = 10, α = 0.9 are almost identical to those obtained with any value
10 ≤ K < 100, and0.7 < α < 1.

2.2 Generalization to Multiple TCP Flows

We next consider a more general situation withN greedy TCP flows. We usêRTT i(t), Ŵi(t), MSSi, and
ŝi(t) to denote the estimated round-trip time, congestion window size, maximum segment size and start time
of the current round for TCP flowi, respectively. Let us assume, for the moment, that the router is able to
monitor allN TCP flows and can keep track of all thêRTT i(t), Ŵi(t), MSSi andŝi(t).

4For any timet, we definet− aslimε→0{t− ε}, with ε > 0.
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Now, by defining for each flowi, at any timet,

τi = ŝi(t) + R̂TT i(t)− t , (8)

i.e.,τi is the (estimated) remaining time before the start of the next round for TCP flowi, and by iterating the
projection technique of Section2.1 for all flows, the router first computes the projected congestion window
in the next round,̃Wi,t(t + τi) for each flowi, using Eqn. (5). Then, for anyτ > 0, the projected arrivals
are

R̃in
t (t + τ) = Rin(t) +

∑
i

MSSi · γi,t(τ) · W̃i,t(t + τ) , (9)

where

γi,t(τ) =

{
1 if τ ≥ τi,
0 otherwise.

If the condition given in Eqn. (7) is violated for any of theτi’s of Eqn. (8), the algorithm proactively marks
the oldest backlogged packet from flowj with

j = arg max{i | W̃i,t(t + τi) = Ŵi(t) + 1} , (10)

that is, the algorithm marks the flow with the largest congestion window that has not yet been marked (or
experienced a packet drop) during in its current round. As soon as the oldest backlogged flow-j packet is
marked,̃Wj,t(t + τj) is set toŴj(t)/2, and the condition of Eqn. (7) is reevaluated. The marking process is
repeated until Eqn. (7) does not hold for any of theτi’s, or all flows have one packet marked in the current
round.

3 Emulating the Reference Algorithm with a Scalable Heuristic

The per-flow information required by the algorithm presented in Section2 involves a significant amount of
overhead. We now present a heuristic approximation of the reference algorithm, which uses flow filtering
to reduce the number of tracked TCP flows, and employs linear interpolation to reduce the computational
complexity of the projection algorithm. Our goal is to design a heuristic algorithm that is deployable in an
edge or an access router.

3.1 Flow Filtering

As observed in measurement studies [2, 12, 13], only a small percentage of flows (“heavy-hitters”) accounts
for a large percentage of traffic. These heavy-hitters transmit at a high data rate due to (1) a large congestion
window, and (2) a relatively small round-trip time. From the description of the reference algorithm in
Section2, these are generally the only flows that marked by the reference algorithm. Thus, by limiting the
tracking algorithm to the heavy-hitters we expect that the reference algorithm can be closely approximated.

To identify the heavy-hitters, we use the serial multistage filter proposed in [9]. The objective of the
multistage filter is to identify, at any timet, the flows that have sent more thanM bytes during the time
interval(bt/∆c ·∆, t), whereM is a given threshold,∆ > 0 is a fixed time constant denoting the sampling
interval used for measurement. The serial multistage filter proposed in [9] works as follows. Every time
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a packet arrives at the router, a hash function is applied to the source and destination IP addresses and
port numbers. Flows are then grouped into buckets depending on the value returned by the hash function.
Then, flows in the largest buckets are hashed by a second, independent, hash function and grouped into
second-level buckets. The same type of hashing operation is repeated a third time. Flows belonging to the
largest buckets after the third hash are recorded into memory. The authors of [9] showed that the serial
multistage filter minimizes false positives (i.e., only a few flows with a small sending rate are assumed to be
heavy-hitters) and avoids false negatives (i.e., all flows with a large sending rate are tracked).

We implement flow filtering as follows. We use two linked lists in the router’s memory,L1 for current
sampling, andL2 for flows previously recorded. Initially, bothL1 andL2 are empty. In the first sampling
interval, flows are added toL1 only if they pass the multistage filter, whileL2 remains empty. At time
t = ∆, L1 is copied intoL2 before being reset.5 The process is iterated every∆ seconds. At any timet, the
router updates the estimateŝRTT , Ŵ , andŝ for all flows inL1 andL2.

Only the flows inL2 are used for the projections, and therefore, the projection of Eqn. (9) always
underestimates the input curve. To alleviate this problem, at any timet, we introduce a correction factor,
ρ(t), whose value is updated att = k∆, wherek is a positive integer, with

ρ(t) =
Rin(t)−Rin((k − 1) ·∆)∑

i∈L2

(
Rin

i (t)−Rin
i ((k − 1) ·∆)

) ,

whereRin
i (t) denotes the amount of flow-i traffic received by the router by timet. That is, at any timet,

ρ(t) denotes the ratio of the total amount of traffic received by the router in the previous sampling interval
over the amount of traffic that was identified in the previous sampling interval. Note that we always have

ρ(t) ≥ 1 .

The caseρ(t) = 1 is an extreme case where all flows pass the filter during the previous sampling interval.
As an example, fort = 5.5 seconds, and∆ = 1 second, ifρ(t) = 1.1, we know that 90.9 % of all traffic
received by the router in the time interval(4 s, 5 s) has been identified. At any timet, the projection of the
input curve for the Class-n traffic aggregate,̃Rin

i,t is set equal to the sum of the projection of the input curves
of the flows inL2, multiplied by the correction factorρ(t), that is

R̃in
t (t + τ) = ρ(t) ·

∑
i∈L2

R̃in
i,t(t + τ) .

Remark:We note that the selection of the parameters∆ andM presents a trade-off between computational
overhead and accuracy of the algorithm. With a larger sampling interval∆, the updates to main memory,
L2, are performed less frequently, at the expense of using possibly obsolete data. With a larger value for
M , the number of recorded flows,X, remains small, but the accuracy of the projections may be poor. Thus,
we infer that bothM and∆ should be tuned according to the computational power available. In particular,
routers at high-speed access points, and a large number of flows, should be configured with relatively large
values forM and∆.

5This operation can be implemented efficiently by swapping the two pointers onL1 andL2, and resetting the pointer onL1.
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to determine the excess traffic that will arrive at the router.

3.2 Linear Interpolation

Flow filtering limits the amount of state information recorded at the router, but does not alleviate the com-
putational overhead for constructing the projected input curve. We next describe a technique that reduces
the complexity of the projection of Eqn. (9).

First, instead of using individual values of the congestion windows of all recorded flows in the construc-
tion of the projected input curve, we consider that all recorded flows have a congestion window size (in
bytes) equal to the mean congestion window size (in bytes),Ω̄, given by

Ω̄(t) =
1
X

∑
i∈L2

MSSi · Ŵi(t) .

Since we perform flow filtering and ignore flows with small congestion windows, this approximation is
reasonably accurate.

Second, we use linear interpolation to reduce the complexity of the construction of the projected input
curve and illustrate our method in Figure2. Rather than constructing the whole projected input curve, only
the valueR̃in

t (t + maxi{τi}) is computed. Intermediary values̃Rin
t (t + τ) for 0 < τ < maxi{τi} are

approximated using a linear interpolation, based on the value obtained forR̃in
t (t + maxi{τi}). The reason

for selectingmaxi{τi} as the basis for the linear interpolation, instead of, for instance,mini{τi}, is that the
projection can take into account all recorded flows.

Next, Eqn. (7) tells us that

l1(t) = R̃in
t (t + max

i
{τi})−Rout(t)− C ·max

i
{τi} −Blim
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is the amount by which the traffic must be reduced to prevent buffer overflows. Froml1(t) andΩ̄(t), the
algorithm can infer the number of flows that have to be marked, and only update the projected input curve
once, which reduces the worst-case complexity of the entire projection algorithm toO(1). If l1(t) > 0,
the marking process performs at mostO(Q) operations whereQ is the number of backlogged packets. The
worst-case occurs when all packets backlogged have to be marked at the same time. In practice however, we
only expect at most a couple of flows to be marked upon each packet arrival, since projections are performed
over short time intervals, which makes this heuristic efficient in practice.

4 Traffic Regulation with ECN Marking in Class-Based Service Architec-
tures

In this section, we build on the algorithms we described in Sections2 and3 to describe how ECN marking
can be used to support class-based service guarantees for TCP traffic. We consider a QoS architecture that
supports class-based service guarantees at each router (on a hop-by-hop basis). Traffic in the same class has
the same QoS requirements. We assume that there is no admission control and no signaling, and the only
method to control the traffic into a router is by dropping or by notifying TCP sources using ECN. Our goal
is to design a novel approach, solely relying on ECN, for traffic regulation in QoS networks.

We consider a router in the network with output link capacityC, and assume that each classn is trans-
mitted at timet with a service ratern(t), such that for anyt,

∑
n rn(t) = C, wherern(t) > 0 only if there

is a positive backlog of Class-n packets.
Let us introduce the “Class-n delay”, Dn(t), as the queueing delay experienced by the last Class-n

packet that has been transmitted before timet. Consider that a given classn is offered a bounddn on the
queueing delay of all packets in Classn, i.e., for all t, Dn(t) ≤ dn, and a guaranteed throughputµn such
that at all times Classn traffic is backlogged,rn(t) ≥ µn. Denoting byRin

n,∗(t) the Class-n input curve
(i.e., the total amount of Class-n traffic to have arrived by timet) and byRout

n,∗(t) the Class-n output curve,
following [6], a sufficient condition for all Class-n traffic to meet its delay and throughput guarantees at any
time t when Classn is backlogged is

rn(t) ≥ rmin
n (t) = max

{
µn,

Rin
n,∗(t)−Rout

n,∗(t)
dn −Dn(t)

}
.

Thus, at any timet, we need to have

∑
n

max

{
µn,

Rin
n,∗(t)−Rout

n,∗(t)
dn −Dn(t)

}
≤ C . (11)

If the condition of Eqn. (11) is violated, one can reduceRin
n,∗(t) by dropping traffic. Since our objective is

to avoid any traffic drops, we use the projections described earlier to ensure that theRin
n,∗(t)’s always satisfy

Eqn. (11).
Assuming the throughput guarantees are appropriately chosen, that is,∑

n

µn < C ,

11



we propose the following approach. At timet, in addition to the projections on the input curve of all flowsi

in Classn, R̃in
n,i,t(t + τ), which is given by Eqn. (6), and the class-n projected input curve, given by

R̃in
n,∗,t(t + τ) =

∑
i

R̃in
n,i,t(t + τ) .

We also project the Class-n output curve,R̃out
n,∗,t(τ) by

R̃out
n,∗,t(t + τ) = Rout

n,∗(t) + τ · rn(t) ,

whereτ > 0. If the rate allocationrn remains unchanged betweent andt+τ , this projection ofR̃out
n,∗,t(t+τ)

is exact. Since we only use the projection for small values ofτ (in the order of a round-trip time) we can
assume that the projection is reasonably accurate, even ifrn changes betweent andt + τ . Furthermore,
let us assume that the delay of Classn remains roughly constant during[t, t + τ ]. With these projections
defined, we can project the minimum service ratesr̃min

n,t (t + τ) needed at timet + τ , so that all service
guarantees on throughputs and delays are met:

r̃min
n,t (t + τ) = max

{
µn,

R̃in
n,∗,t(t + τ)− R̃out

n,∗,t(t + τ)
dn −Dn(t)

}
.

To ensure that the set of service rates required for meeting service guarantees is always feasible, we must
enforce ∑

n

r̃min
n,t (t + τi) ≤ C , (12)

for all τi’s defined by Eqn. (8). If Eqn. (12) does not hold, the incoming traffic needs to be reduced. To that
effect, we propose to first identify the set of classes wherer̃min

n,t (t + τ) > µn, which are the classes where
decreasing the traffic arrivals has an effect on the minimum service rate required. Since

∑
n µn < C, we

know that there is at least one class in that set.
Once the classes whose traffic need to be throttled have been identified, the marking process is carried

out in the same manner as in the case of an impending buffer overflow, by merely replacing the condition
given in Eqn. (7) by the condition given in Eqn. (12).

5 Evaluation

In this section, we evaluate our proposed algorithms via simulation, using thens-2network simulator [1].
The evaluation has three objectives. First, we compare the performance of the reference and heuristic al-
gorithms. Second, we compare the performance of our proposed algorithms to state-of-the-art active queue
management algorithms. Third, we illustrate the potential of the proposed approach for traffic regulation in
class-based service architectures. To that effect, we propose two simulation experiments. The first experi-
ment evaluates the efficiency of the proposed approach with respect to buffer management, while the second
experiment evaluates the performance of the heuristic algorithm for traffic regulation when providing QoS
guarantees.
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(f) Heuristic algorithm

Figure 3: Loss rates. The figures compare the loss rates obtained with all six algorithms. Note that the
reference algorithm does not discard any traffic.
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(c) PI w/ approximate tuning
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(e) Reference algorithm
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(f) Heuristic algorithm

Figure 4: Measured throughput and goodput at the receivers. The figures compare the aggregate
throughput and goodput seen at the receivers with all six algorithms. All schemes are efficient at maxi-
mizing the utilization of the bottleneck link (10 Mbps). A perfectly tuned PI, and both the reference and
heuristic algorithm have a goodput (amount of traffic passed to the application layer at the destinations) al-
most equal to the throughput (total amount of traffic received at the destinations) by avoiding packet drops.
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5.1 Experiment 1: Active Queue Management

In the first simulation experiment, we consider a bottleneck link with capacityC = 10 Mbps, and buffer size
of B = 150,000 bytes. All traffic at this single bottleneck link is TCP (NewReno), and is generated by 60
greedy FTP flows, and 180 on-off flows, aiming at emulating HTTP connections. The sources of the on-off
flows send on average 300 packets during an “on” period, and pause on average for one second between two
“on” periods. The actual number of packets sent and the wait time between two transmissions are exponen-
tially distributed. All packets have a size of 500 bytes. In the absence of queueing and transmission delays
in the network, the RTTs of all flows are independent identically distributed random variables uniformly
distributed between 24 ms and 180 ms, and to avoid synchronization effects, sources start transmitting at
different times, uniformly distributed between 0 s and 5 s. The experiment lasts for 70 seconds of simulated
time, and ECN is available in the entire network. We compare the performance of six different algorithms
at the router governing the bottleneck link:

• Drop-Tail. We use Drop-Tail to have an estimate of the loss rates encountered without active queue
management. With Drop-Tail, incoming packets are discarded only when the buffer is full.

• RED [18]. We use RED with thegentle variant [17], with a minimum thresholdminTH = 37,500
bytes, and a maximum thresholdmaxTH = 75,000 bytes. The parametermaxP is set to 0.1, and the
weight used in the computation of the average queue size is set towq = 0.002. While minTH and
maxTH are chosen so that traffic is dropped with a probability of one only if the buffer is full, other
parameters are the default RED parameters inns-2, and are therefore expected to cover a large range
of operating conditions. RED is instructed to use ECN when needed.

• PI [21] with approximate parameter tuning. To account for the uncertainty on estimates of the
RTTs and of the number of flows at router configuration time, we configure here the PI algorithm
with crude estimates of the RTTs and of the number of flows. That is, we use a lower bound on the
number of flows ofN = 50, and a maximum RTTR+ = 300 ms, with a sampling frequency of 160
Hz, yielding parameter values ofa = 0.2395e − 4 andb = 0.2388e − 4. The target queue length is
set toQref=100,000 bytes.

• PI with exact parameter tuning. We configure the PI algorithm with the exact RTTs and number
of flows we use in our simulation. In other words, we use a lower bound ofN = 60 on the number
of flows, and a tight upper bound on the round-trip timesR+ = 180 ms, with a sampling frequency
of 160 Hz, and geta = 1.643e − 4 andb = 1.628e − 4. The target queue lengthQref is set to
100,000 bytes. Note that such an exact parameter tuning is unrealistic in practice, since it imposes a
priori knowledge of the number of flows and of the round-trip times of the flows that will traverse the
router at router configuration time.

• Reference algorithm.This is the reference algorithm described in Section2. Results are obtained for
K = 10, α = 0.9. We achieved similar results with parameter settings in the range10 ≤ K < 100
and0.7 < α < 1, which tends to show that our proposed algorithm is relatively insensitive to the
parameter selection.
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Figure 5:Queue lengths. The figures compare the queue lengths at the router for all six algorithms.

• Heuristic algorithm. This is the heuristic algorithm described in Section3. The multistage filter
consists of 3 stages of 8 buckets. The admission threshold is set toM =200,000 bits and∆ = 1 s.

For each algorithm, we monitor the loss rates over a sliding window of size 0.25 s, and present our results
in Fig. 3. We start monitoring at timet = 10 s to ignore transient effects linked to the fact the network is
initially empty. Fig.3(a) tells us that, without active queue management, one can expect loss rates in the
order of 12 %. Fig.3(b) and (c) show that RED with the default parameters, which turn out to be unsuitable
for the traffic mix at hand, and a crudely configured PI algorithm, drop almost as much traffic as Drop-Tail.
Conversely, a perfectly tuned PI algorithm manages to avoid most packet drops. The reference algorithm
completely avoids packet losses, and the heuristic rarely drops any packets. Thus, the heuristic algorithm
delivers results close to the reference algorithm.

Next, we monitor the aggregate throughput and goodput observed at the receivers, averaged over a
moving window of size 0.25 s and present our results in Fig.4. The throughput characterizes the total
amount of traffic received by the transport layer at the destination, while the goodput characterizes the
amount of traffic that is passed by the transport layer to the application layer. The main observation is
that all schemes manage to achieve an aggregate throughput roughly equal to the capacity of the bottleneck
link. Furthermore, we note that, by avoiding packet losses, an exactly tuned PI, and both the reference and
heuristic algorithms manage to achieve a goodput close to the throughput.

Last, we monitor the queue size, averaged over a moving window of size 0.25 s, and we present our re-
sults in Fig.5. Not surprisingly, the Drop-Tail queue is almost always full, which explains the relatively high
loss rates. RED manages to stabilize the queue length aroundmaxTH = 75,000 bytes. (This observation
coupled with the result presented in Fig.3 indicates that RED drops some packets proactively even when
ECN is available.) With an approximate tuning of the configuration parameters, PI does not manage to track
the desired queue lengthQref = 100,000 bytes, and instead, the queue is almost always full. Conversely,
a properly tuned PI algorithm manages to achieve the targetQref , albeit with some oscillations around the

15



Number of QoS Guarantees
Class on-off Delay Loss Throughput

flows Rate

1 5 ≤ 10 ms ≤ 1 % ≥ 5 Mbps

2 10 ≈ 1
4D3 ≈ 1

2p3 –

3 15 ≈ 1
4D4 ≈ 1

2p4 –

4 20 – – –

Table 1:Traffic mix and service guarantees.The second column indicates the number of on-off flows, and
in the third and fourth rows,pn denotes the loss rate of Classn over a busy period,Dn denotes the delay of
Classn.
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Figure 6: Class-1 packet delays.Note that the number of violations is significantly lower with traffic
regulation, and the violations are much smaller in magnitude.

target value. While stabilizing the queue length is not the primary objective of our algorithms, the reference
algorithm manages to keep the queue length almost constant around 40,000 bytes. The heuristic algorithm
also keeps the queue length in the vicinity of 40,000 bytes, with oscillations of a magnitude comparable to
those of a well-configured PI controller. These oscillations are mostly due to the fact that the sampling inter-
val is set to 1 s, and are reduced for higher sampling frequencies, at the expense of a higher computational
overhead.

5.2 Experiment 2: Providing Service Guarantees

Next, we assess the effectiveness of our algorithms at regulating traffic for providing service guarantees. To
that effect, we run a second experiment, with a bottleneck link with capacityC = 45 Mbps, and a buffer
size ofB = 250, 000 bytes. All traffic at the bottleneck link is TCP (NewReno), and consists of 12 greedy
TCP flows, and 50 on-off TCP flows, following the same on-off pattern as in the first experiment. The RTTs
of all greedy TCP flows are equal to 44 ms, and the RTTs of the on-off flows, in the absence of propagation
and transmission delays, are uniformly distributed between 44 ms and 80 ms. All sources start transmitting
at timet = 0 for 70 seconds of simulated time, and ECN is available.
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Figure 7:Loss rates.The traffic regulation algorithm prevents any traffic from being dropped.

We consider four classes of traffic, with the service guarantees and traffic mix described in Table1. In
addition to the on-off flows, each class contains three greedy TCP flows. We compare the performance of
two algorithms in this experiment. The first algorithm is the algorithm described in [6], which can provide
delay and loss guarantees to traffic classes, but does not regulate traffic. The second algorithm combines the
algorithm of [6] with the traffic regulation algorithm described in Section4 and the heuristic approximations
described in Section3, using a multistage filter of 3 stages of 8 buckets,∆ = 0.1 s,M = 200, 000 bits.

We plot the delays encountered by each Class-1 packet at the bottleneck link in Fig.6. Fig. 6(a) shows
that, given the traffic mix considered, about 11 % of all Class-1 packets exceed the delay bound of 10 ms,
with queueing delays going as high as 100 ms. This is due to the fact that, when a loss guarantee and a
delay bound conflict due to the absence of admission control, the algorithm of [6] gives precedence to the
loss guarantee and relaxes the delay bound. Conversely, Fig.6(b) shows that when the traffic regulation
algorithm we described in this paper is used, violations rarely happen (< 2 %), and the delay does not
exceed 20 ms.

Next, in Fig.7, we plot the loss rates averaged over the length of the current busy period. Fig.7(a) show
that all loss guarantees are respected, notably the 1 % bound on Class-1 losses. However, as we have seen
in Fig. 6(a), the loss rate bound is respected at the expense of the delay bound. Fig.7(b) shows that, with
the addition of the algorithm of Section4, no packets are lost, and therefore, the objective of completely
avoiding packet drops to meet service guarantees is met.

Finally, in Fig.8 we present the throughput obtained by each class at the bottleneck link. Fig.8(a) shows
that in the absence of traffic regulation, severe oscillations of the throughput can be observed. Worse, the
throughput bound on Class-1 is sometimes violated, due to the fact that there is not enough Class-1 traffic
present in the router. Fig.8(b) shows that traffic regulation stabilizes these oscillations in throughput, and
that the throughput guarantee on Class 1 is always respected. We also note that both algorithms manage to
achieve an aggregate throughput equal to the capacity of the bottleneck link, meaning that the stabilization
in the throughputs provided by the traffic regulation algorithm does not come at the expense of under-
utilization.
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Figure 8:Per-class throughputs.Without traffic regulation, we observe oscillations and sporadic violations
of the Class-1 throughput guarantee. The traffic regulation algorithm stabilizes these oscillations and ensures
the throughput guarantees are respected.

6 Conclusions and Discussion

We investigated whether marking algorithms for ECN can be used for regulating traffic in the context of
class-based service architectures, while avoiding packet losses due to buffer overflows. To that effect, we
first described two packet marking algorithms for IP routers, which attempt to eliminate packet losses in
TCP flows. The proposed approach infers how traffic is sent by TCP sources, by tracking the window size
and RTT of large flows, and accordingly makes the marking decisions. We then showed how the proposed
algorithms can be used for traffic regulation in the context of QoS architectures, in lieu of traffic policing or
admission control. Experimental results illustrated the potential of the approach.

We note that the techniques used in the algorithms can be further improved by more accurate and robust
estimators of the RTT values, e.g., [25], and of the congestion window sizes. Another area for improvement
resides in the type of filter used in the heuristic algorithm. While the serial multistage filter [9] we use in
this paper appears to exhibit good performance, a follow-up work described in [10], indicates that parallel
multistage filters typically perform better than serial multistage filters, and are more amenable to mathemat-
ical analysis of their properties, such as probabilities of false negatives. Using a parallel multistage filter
could therefore open the door for an analytical evaluation of our proposed algorithms, and help quantify
the trade-offs in parameter selection. Furthermore, our current approach assumes TCP Reno or NewReno;
extending it to other flavors of TCP such as SACK or Vegas is left for future research. Last, the heuristic
algorithm proposed is probably efficient enough to be deployed at relatively low-speed links, such as the
links at the edges of the network, where the speed is in the order of a few hundred megabits per second,
but it is our belief that the proposed heuristic might still have a computational overhead too important to
consider deployment in core routers operating at speeds in the order of tens of gigabits per second. Hence,
further work is probably needed to propose heuristics that can also be deployed in the core of the network.
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