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Node {
synchronized obtain_lock() {

...
wait();

}

synchronized release_lock() {
...
notifyAll();

}
}

How are locks implemented?
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Implements two new methods

:
LOCK(path, lock_type);

UNLOCK(path, lock_type);
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