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Abstract

The CALPHAD (calculations of phase diagrams) method is used to examine
the effects of applied magnetic fields on the «/y phase boundary in the
Fe-Si system in the paramagnetic state. The reported susceptibility data for
pure Fe is first re-evaluated. The contributions to the total Gibbs energy of
the ferrite () and austenite () from the external fields are calculated based
on the Curie—Weiss law and the re-evaluated susceptibility data. The Fe—Si
phase diagram on the Fe-rich side as a function of applied field is calculated
using the Thermo-Calc™ package. With increasing field strength, the y loop
shrinks monotonically; that is, the «/y -Fe transition temperature increases
while that for y /§-Fe transition decreases, albeit more slowly. Finally, in
conformance with the existing CALPHAD databank, Redlich—Kister
polynomials are proposed to account for the compositional and temperature
dependence of the contribution to the total Gibbs energy from the applied
field in the paramagnetic state in the range over which the Curie-Weiss law

is obeyed.

1. Introduction

Modification of thermo-mechanical processing by magnetic
fields has been growing substantially in the last decade
[1-20]. The goal of such processing is to achieve superior
material properties that cannot be obtained through the more
conventional thermo-mechanical treatments. This is possible
because strong magnetic fields can significantly change the
phase stability, phase boundaries [1,4,5-9, 12,13, 15,19 ,20]
and also phase transformation kinetics [14, 19, 20], where the
phases involved exhibit different magnetization responses. A
variety of theoretical approaches have been taken to study the
effect of external magnetic fields on phase transformations
[1,3,8-10,12,13,15], but a systematic approach that uses
computational phase diagram predictions under the influence
of applied fields has not yet been reported. The present
authors are studying the effect of applied magnetic fields on the
recrystallization and grain growth behaviour in Fe-1Si (in wt%)
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alloy [18], and they believe that magnetization (due to internal
magnetic state and external applied magnetic field) plays an
important role in solute segregation at grain boundaries (GB)
and therefore grain growth kinetics. Since solute segregation
is closely related to bulk thermodynamics, investigation of the
effect of external magnetic fields on the bulk thermodynamics
is evidently appropriate.

It is well known that Si is a very strong bcc (o) stabilizer
since alloying Fe with Si decreases the Gibbs energy of the o
phase (mainly through the enthalpy) much more significantly
than it does that of the y phase. As a result, a closed y loop
is observed in the temperature-composition phase diagram,
as shown in figure 1. The region of the two-phase field
between the « and y phases spans a very narrow composition
range because the Gibbs energy-composition curves of (solid
solution)  and y phases in the Fe—Si system are similar in that
region (see figure 2). In relation to the Fe-1Si composition, it is
sufficient to focus on the y loop in order to evaluate the effect
of an applied magnetic field. Pure bcc-Fe is ferromagnetic
with a Curie temperature of ~770°C which drops rapidly
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Figure 1. Calculated Fe-rich Fe—Si phase diagram without external
magnetic field, using the thermodynamic descriptions from [35].
Dashed line separates the disordered bcc-A2 and ordered bee-B2
phase. Dotted line shows the calculated ferromagnetic Curie
temperature.

with increasing Si content. Pure fcc-Fe is paramagnetic
in the temperature ranges within which it is stable. Since
the y loop (=912°C and Si <4 at.%) involves temperatures
that are well above the Curie temperature of «, the current
investigation focuses on the paramagnetic behaviour of both
the @ and y phases under an applied external magnetic field
and its effect on the loop. However, the method adopted
can be applied in principle to other paramagnetic systems
where the Curie-Weiss law is obeyed. Since the magnetic
susceptibility of the @ phase is much larger than that of the
y phase, it is reasonable that the y loop shrinks progressively
with increasing applied field strength, since the Gibbs energy
of the o phase is lowered more than that of the y phase by
applied magnetic fields.

Polymorphic transitions in pure Fe and in the Fe-C
system were previously investigated by Guo and Enomoto
[8, 9], Hao and Ohtsuka [12] and Joo et al [13]. These
studies used the Weiss molecular field (WMF) theory together
with the Curie—-Weiss law to evaluate the change in Gibbs
energy of the individual phases involved and calculate an
equilibrium phase diagram especially Fe-C and Fe-C-TM
(TM signifies transition metals) with applied magnetic fields.
Not surprisingly, their results appear to be similar since the
same methodologies and the same susceptibility data were
used. A commonly accepted estimate on the effect of magnetic
field is that the phase boundaries change by about 1°C T~! of
applied field [15]. Hao and Ohtsuka [12] reported a value
0.8°CT~! for the phase boundary between bce and fcc of
pure Fe in the paramagnetic state when the applied filed is
low (<10T). In this report, the paramagnetic susceptibility
data of pure Fe in its bcc and fcc structures [21-27] is first
re-evaluated. The new susceptibility values as a function of
temperature are then used to calculate the Gibbs energy change
due to applied magnetic fields based upon the Curie—Weiss
law. The change in Gibbs energy as a function of temperature,
while holding the field strength constant, is inserted into the

CALPHAD database. Finally, Thermo—CalcTM [28] was used
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Figure 2. (a) The Gibbs energy-composition plot of solid solution «
(bcc_A2) and y (fcc_Al) phases in the Fe-Si system at 1150°C
without external magnetic field, using the thermodynamic

database [35]. Since their Gibbs energies are similar for the same
composition in the Fe-rich side, the 2-phase field of « and 8 phases
spans a very narrow composition range (see figure 1). (b) The Gibbs
energy difference between in o and y phases with varying field
strength at 1150 °C. As increasing field strength, the o phase
becomes progressively more stable than the y phase. The arrow
marks the 7j point.

to calculate new Fe—Si equilibrium phase diagrams under the
influence of an applied magnetic field.

2. Thermodynamic models

In the framework of the CALPHAD method, the Gibbs energy
of individual phases without an applied external (magnetic or
electrical) field is described by sublattice models [29, 30] and
is defined relative to the stable element reference (SER), i.e.
the enthalpies of the pure elements in their defined reference
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phase at 298.15K and 1 atm. For example, the total Gibbs
energy of a solid solution ¢ phase in the Fe-Si system
without an external field consists of two parts, namely, the
contribution from the non-magnetic state (A G"" ™% the sum
of the first 3 terms in equation (1)) and from the internal
magnetic state (AG},*), the 4th term in equation (1)) where it
cannot be ignored (e.g. ferromagnetic, antiferromagentic and
paramagnetic materials):

Glosi= > x°GY+RT > xjlnx;+%Gp +™Gh,.
i=Fe,Si i=Fe,Si

(1
where OG? is the molar Gibbs energy of the pure element i
in the structure of phase ¢ in the non-magnetic state, taken
from the values tabulated by Dinsdale [31], and x; is the mole
fraction of each component. The excess Gibbs energy * Gﬁe,Si
is expressed in Redlich—Kister polynomial form [32]

k
k k
enge,Si = XFeXSi Z Lﬁqu(-xl:e — xsi)", 2)
k=0

where ¥ Lﬁe,Si are the binary interaction parameters and are
typically modelled as
“LY. =" a+"bT +*cTIn(T) +---. 3)
The internal magnetic contribution to the Gibbs energy
(magGﬁn) without an applied external field is described in
[33,34] as
meG? = RTIn(B+1)f(7), @

where f is the Bohr magnetic moment per mole of atoms,
t = T/Tc and T¢ is defined as the critical temperature for
magnetic ordering (i.e. the Curie or Néel temperature). f(7)
is a polynomial function given in [34]. For solid solution phase
¢ (e.g. the fcc or bee phase in the Fe—Si system ), both 7¢ and
B are composition dependent:

k
¢ k k
I: = E x; Tci + XFeXsi E Tcre,si(xpe — xs1)", ()
i=Fe.Si k=0

k
D xifi+xeexsi ) Bre.siCre — xs)",  (6)

i=Fe,Si k=0

B’ =

where T¢; and B; are the corresponding parameters of the
pure elements, and Tcre si and Bres; are the binary magnetic
interaction parameters. The Fe—Si binary system was assessed
thermodynamically by Lacques and Sundman [35], and their
assessed thermodynamic descriptions without an applied
external field were adopted directly in the current study.
When an external magnetic field is applied, there is an
additional contribution to the total Gibbs energy of the ¢ phase,

AGL:E, and the total Gibbs energy for the ¢ phase becomes
Gt = AG™ ™+ AG* + AG L. @)

If it is assumed that AG"™ ™2 and AG® are not affected
significantly by the field, then they can be taken directly from
the available thermodynamic databases without modification.

Therefore, the key is to determine AG g

ext

H
AGRE = — g / MdH. (8)
0
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Here, M is the magnetization, H is the applied field strength
and o is the vacuum permeability (depending on the units
used for M and H o may or may not appear in equation (8)).
When the applied field strength is small, M and H obey a linear
relationship in x, the magnetic susceptibility

M = xH. &)

If the material of interest is paramagnetic and obeys the Curie—
Weiss law [36], then x can be determined as

x =C/T —6.), (10)
where, C is the Curie-Weiss constant [36]; 6. is a
paramagnetic/asymptotic Curie temperature constant, both
dependent on alloy composition for a solution phase [36]. Pure
Fe [21-27], Fe-Si alloys [21] and many other paramagnetic
materials [36] have been reported to obey the Curie—Weiss
law in their paramagnetic state (also shown in figure 3 in this
report). Therefore, for cases where the magnetic susceptibility
does not vary significantly with applied field strength so
that the Curie-Weiss law is still valid, the contribution to
the Gibbs energy from applied field can be computed by
substituting equation (9) into equation (8) and then performing
the integration

1
AGRE = _EMOXHZ'

ext

at

3. Results and discussion

Since the bee-Fe, fcc-Fe and bee Fe—Si alloys of interest all
obey the Curie—Weiss law [21-27], AGay can be calculated
directly from equation (11) provided that the law is still valid
under the applied field. Since a set of reasonable values of the
susceptibility for pure Fe is critical to the value of AGg,® of
Fe and Fe-Si systems and there are more reported values for
pure Fe than evaluated in [21], it is necessary to re-evaluate
these values. Figure 3 plots the inverse value of paramagnetic
susceptibility of -, y- and §-Fe as a function of temperature.
The values for «-Fe appear to be very consistent, but the scatter
in the values for y-Fe and §-Fe is apparent (especially for y-
Fe). The commonly accepted relationship for «-Fe [21,22]
was originally reviewed in [21] as follows:

22 1072
T T —1093

o

X [em® g™'] (12)
However, the values used in equation (12) is not in good
agreement with experimental data for «-Fe (see the dashed
line in figure 3), although it agrees well with the experimental
data for §-Fe reported by Sucksmith and Pearce [25]. Further,
equation (12) predicts that the susceptibility goes to zero
at T = 820°C whereas the experimental value is 9.52 x
10~*[cm? g~!] [21] at that temperature. Since both «- and
8-Fe have the same bcc crystal structure and both obey the
Curie—Weiss law, it is reasonable to assume that both should
have the same values of C and 6, since they are essentially
the same phase. Therefore, it is reasonable to enquire whether
the poor agreement of equation (12) with experimental values
of x for «-Fe is due solely to inaccurate linear regression

treatment, especially considering that there were few reports
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Figure 3. The inverse paramagnetic susceptibility of bee (o and §) and fce (y) Fe [21-27]. The dashed line represents the regression line
evaluated by Arajs and Miller [21] and [22] (also shown in equation (12) in this report for convenience). The solid regression lines are for

bee and fec Fe re-evaluated in this study.

on the susceptibility of §-Fe when [21] was written. Since
Arajs and Miller used zone-refined Fe with ultra high purity,
they determined that the «/y transition occurs at 910 °C and
their susceptibility data appear to be self consistent (figure 3).
Therefore, their data set was used to re-evaluate the values of C
and 6, for bce-Fe (- and §-Fe) together with the susceptibility
data of Terry [24] and Briane [26]. The values in the vicinity of
the «/y -Fe phase transition and at 7 < 820 °C were not used,
because the former may not be reliable due to the allotropic
phase transformation and the latter starts to deviate from the
Curie—Weiss law. The re-evaluated susceptibility for bee-Fe is
given in equation (13) (see the regression line in figure 3):

. 233x1072

3,-1

cm 13

A T (13)
Note that equation (13) is only valid when 7 > 1084 K,
since for temperatures close to (i.e. 7 — T, <~ 40K) the
ferromagnetic Curie temperature, 1044.1 K, the paramagnetic
susceptibility deviates from the Curie—Weiss law as shown in

equation (14) [23]:

X =K (T —1044.1)7"3 [cm® g7!] (14)
The values of C and 6, for y-Fe are not reported in [21,22].
In this study they were obtained by linear regression on the
susceptibility data of y-Fe measured by Arajs and Miller [21]:

-1
y _ 1.33 x 10

15
T +3451 (1)

X [em®g™"]
Both C and 6, for bcc Fe—Si alloys depend on the Si content,
but their compositional dependence is rather weak at low Si
contents (<5.57 at.%) [21]. The Thermo-CalcTM package does
not currently allow a user to introduce an extra contribution to
the Gibbs free energy that varies with composition into the
GES module and subsequently compute phase equilibria to
map out a new phase diagram in the POLY3 module; such

a capability would require modification of its core program
codes [37].+ Therefore, the compositional dependence of
the susceptibility was ignored in this study. In fact, the y
phase in interest has a maximum solubility of <4at.% Si
without applied field. However, it must be pointed that in
order to compute the other phase boundaries such as «-Fe—
Si/ap for1/FesSis etc the compositional dependence must be
taken into account because it is too significant to be ignored.
With this simplification, the change in Gibbs free energy due to
applied field in pure Fe in the paramagnetic stateat 7 > 1084 K
is calculated from equations (16)° and (17):

1.0293 x 101!
AGY, = _T_7>1<O78H2 Dmol™']  (16)
, 587351071
AGL, = —WH [Jmol™"]. (17

The calculated Gibbs energy change due to applied field of
H = 15,30and 50 T for « and y Fe are illustrated figure 4. As
expected, itis always significantly more negative for the bcc-Fe
than for the fcc-Fe; thus the external magnetic energy to the «
phase dominates the phase relations with field. The external
magnetic energy is significant at relatively low temperatures for
the o phase and then levels off steadily with rising temperature.
The temperature effect on paramagnetic fcc-Fe is negligible
since it follows a linear relationship for varying field strength.

The effect of the applied field on the allotropic «/y-Fe
transition is shown in figure 5(a), and only the Gibbs energy
difference between bcc (o and §) and fcc (y)-Fe is plotted
instead of their individual values which are too close to
be distinguished. The location of the invariant @« < y
transition temperature was determined from the zero point of

4 More details about GES and POLY3 modules can be found in the User’s
Guide of Thermo-Calc . It can be downloaded from www.thermocalc.com.
5 Field strength: 1[T] = 10* [Oe] = 7.958 x 10°[Am~']. Mass
susceptibility: lem? g’l [CGS] =47 x 1073 m3 kg’1 [ISO].
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Figure 4. External magnetic energy to (a) bcc-o and () fce-y
phases of pure Fe with varying field strength.

the energy difference. The calculated invariant temperature of
the allotropic bee<>fec transitions versus field strength is listed
in table 1 and also plotted in figure 5(b). The hypothetical field
strength (>50T) is included in the plots to show the general
trend. The calculated invariant temperatures are all smaller
than previously calculated values for respective field strength
[7-9,13]. The reasons for the difference are a consequence
of (1) current report used experimentally determined values
of susceptibility of a-Fe; (2) the fact that Enomoto et al [9]
ignored the effect of external field on the y-Fe; (3) Enomoto
et al [9] and Joo [7,13] used a more simplified thermal energy
description for pure Fe.

The calculated Gibbs energy (including AG""~™%,
AG® and AGL®) difference between the bee and fee phases
in Fe-Si system is shown in figure 2(b). With increasing
field strength, the bcc phase becomes more stable with respect
to the fcc phase and the T; point (defined as where their
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Figure 5. (a) Change in molar Gibbs energy difference (i.e.
AGb) between bee-Fe and fee-Fe, versus temperature with
varying field strength of H = 0, 30, 50 and 90 T. The temperature of
the polymorphous transitions of « <> y and y <> § is defined by the
arrows where AG = G™ — G™ = 0 (note u® = G? fora
single-component system). Note that fcc-Fe eventually becomes
unstable when a hypothetical strength of H = 90T is applied.

(b) Change in the bee—fee transition temperature of Fe due to
applied field.

Gibbs energies are equal) is shifted towards Si-poor side. The
predicted Fe—Si y loop with varying field strength is shown
in figure 6. As expected, the y loop shrinks steadily with
increasing field strength, but a low field strength <20 T appears
to have very small effect on the y loop. It is not surprising
that the effect of the field is more pronounced in the lower
temperature portion of the y loop, and that the change in
the o/y phase transition is much more significant than the
y /8 phase transition of Fe (see figure 6 and also table 1).
The y phase eventually becomes unstable with respect to
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Table 1. The bee—fce phase transition temperatures in pure Fe with
varying field strength, calculated using Thermo-Calc™. The
re-evaluated paramagnetic susceptibility for pure Fe,

X% = (2.33 x 1072)/(T — 1078) [cm® g '], is used.

Strength (T') temperature (°C)

Te<y Ty<—>5
0 912 1394
5 913 1394
10 918 1394
15 925 1393
20 933 1391
30 956 1387
40 982 1381
50 1013 1373
60 1048 1361
70 1089 1344
80 1141 1317
85 1177 1294

the o phase (as a function of temperature and Si contents)
when a hypothetically high field of H > 85T is applied,
and then an Fe-Si electrical steel would ‘virtually” experience
no phase transformations at all during thermo-mechanical
processing assisted by magnetic field. A previous report [8]
predicted that y-Fe becomes unstable with respect to a-Fe at
any temperatures with a high field >100 T, but this is likely
an overestimation of the effect of the field due to the reasons
aforementioned.

As magnetic thermo-mechanical processing emerges as a
novel tool for inventing new classes of materials of superior
properties, the capability of predicting the changes in alloy
phase diagrams under external magnetic field becomes very
important for the design of alloys and their processing. The
effect of applied magnetic fields on the stability of the y loop
in Fe-Si system appears not to be significant up to a field
strength of 50 T because the competing phases of both bec and
fcc solid solution are all paramagnetic. However, the situation
would be very different when the system of interest could
involve a ferromagnetic phase (T < T, the ferromagnetic
Curie temperature); again, the phase boundaries can be
shifted significantly [1,4-7,12, 13,16, 19,20] but additional
evaluation of Gibbs energy changes under applied field would
have to be performed. Also, the phase transformation
kinetics can be affected significantly because of the changes in
driving forces and atomic diffusivities [14, 19]. Therefore,
it is important to develop computational tools to predict
phase stability under external magnetic fields and to be
able to compute phase diagrams. In order to do so, the
first step is to develop a constitutive equation involving
magnetization with applied field that is appropriate for
incorporation into the current CALPHAD methodology for
rapidly optimizing phase thermodynamic parameters with
reasonable accuracy, covering the whole temperature range
(i.e. from room temperature to the liquid phase). An
immediately available equation is Weiss molecular field theory
(WMF) that describes magnetization response with applied
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field through the Brillouin function [see [9, 13, 36] for
details]. A direct comparison between WMF prediction and
experiments is rare because so few experiments have been
performed. Recently, however, Hao and Ohtsuka reported that
the WMF theory underestimates the magnetization of Fe—C
alloys [12]. Therefore a comprehensive examination on WMF
predictions should be made before it is developed to calculate
phase diagrams with applied field.

However, when the system concerned is paramagnetic
(the temperature concerned is well above the critical order-
ing temperature, ferromagnetic Curie temperature for ferro-
magnetic materials, Néel temperature for antiferromagnetic
materials) and the materials obey the Curie—Weiss law, then
the computation of phase equilibria with applied field becomes
more straightforward. The change in the Gibbs energy due to
the field can be directly determined via equation (8). Although
some experimental susceptibility data may be available, its
compositional dependence must be taken into account. This
can be done through an optimization scheme in the CALPHAD
calculation engine (e.g. PARROT module) to quantify a set of
parameters to describe the compositional dependence of the
Curie constant C and the temperature constant 6. Specifically,
the current authors proposed that C and 6. can be modelled in
the Redlich—Kister polynomial form [32] for an A-B binary
system:

k
C_ Z x;°Ci + xaxp chA,B(xA —xp) (18)

i=A,B i=0

B k
0. = inoecu) +XAXB Zkec(A,B)(xA —xp)k. (19)
i=A i=0
Here °C; is the Curie—Weiss constant for the pure component
i in the ¢ phase, and ¥C, p is the interaction parameter of
order k (= 0) for the same ¢ phase of components A and B
for the Curie constant. °6,(;) is the paramagnetic/asymptotic
Curie temperature constant (in K) of the ¢ phase of pure
component i, and "GC(A, p) is the interaction parameter of
order k (=0) for the same ¢ phase of components A and
B for the critical temperature. x4 and xp are the mole
fractions of components A and B, respectively, in the
¢ phase.

4. Conclusions

We have applied the CALPHAD method to investigate the
effect of an external magnetic field on the Fe-rich Fe—Si system
based on the Curie—Weiss law and re-evaluated susceptibility
data [21-27]. A set of CALPHAD-consistent thermodynamic
descriptions for pure Fe with an applied field was developed in
the paramagnetic state. The calculated invariant temperatures
of bcc—fcc allotropic transformations with an applied field are
all smaller than previously calculated values for respective
field strength [7-9, 13]. The present results are more accurate
because current report used (1) better values of susceptibility
of Fe and (2) more robust computational tools. Finally, a
CALPHAD compatible model to reflect the compositional
dependence of the Curie-Weiss law is proposed in order
to combine external magnetic energy into well-developed
CALPHAD methodology [28].
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