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Depth Component Abstract

Trust is usually considered a humanistic quality, and has varying interpersonal or societal theories as discussed in the Breadth Component. Now I look exclusively at trust as it applies to information systems, and consider trust’s influence on technology adoption and insider threats. Trust affects technology adoption as users may require that assurance or perceive a risk encouraging them to adopt technology. Insider threats apply specifically to information system espionage, IT sabotage, and theft, of which trust is an enabling factor in multiple aspects. This article addresses current trust theories as they relate to insider threat and information system adoption, and identifies common themes throughout them all.
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Annotated Bibliography Introduction

The articles in this annotated bibliography address the issue of insider threat and technology adoption. The integration of these two fields is not a common topic, as such few articles were identified that address both insider threat and technology adoption. However, the issue of technology adoption and trust is found in several articles, and trust is a key component to insider threat models. This common linkage acts as a bridge between these two fields, and attempts to address the influence of technology adoption on insider threat, and vice versa. 
Anderson, D., Cappelli, D. M., Gonzalez, J. J., Mojtahedzadeh, M., Moore, A. P., Rich, E., et al. (2004). Preliminary system dynamics maps of the insider cyber-threat problem, Pittsburgh, PA.

This document is an overview of a workshop titled “System Dynamics Modeling for Information Security: An Invitational Group Modeling Workshop” at Software Engineering Institute, Carnegie Mellon University. This workshop addressed system dynamic maps pertaining to the insider cyber-threat problem and described the main ideas behind the research. Though this is not a peer reviewed article in a published journal, the issue is particularly relevant to this work, so should be evaluated. 

Much of the concepts captured in this workshop were later readdressed in additional works from Carnegie Mellon. However, several specific components are called out that have specific merit to this insider threat research. The “Trust Trap” is a state of which the trusted user and the organization fall into a false sense of security. This is the state most common for espionage or cyber threat attacks to take place, as the attacker feels most comfortable.

Good managers know that a comfortable and safe work environment will yield productive work results. The challenge is to meet this need while monitoring employee work activity at an acceptable level. This varies through organizations based on multiple factors such as ethnic culture, corporate culture, background, work history, work sector, and so on. In this balance managers must choose how much detection capability is appropriate: too much may make employees uncomfortable and even push them to commit the acts you try to prevent, while too little will provide reduced visibility and allow malicious insiders to act undetected. The trust trap specifically deals with the cyclical property of trust, that as no events are detected, more trust is provided, until an event occurs to reduce that level of trust, usually to the detriment of the organization.

The trust trap applies to this topic as we enable information sharing throughout the environment. Information sharing is one built on trust, and relies on trust, and inherently those with sensitive information are sensitive to that level of trust. The situation of the trust trap should be explored more thoroughly.

Band, S. R., Cappelli, D. M., Fischer, L. F., Moore, A. P., Shaw, E. D., & Trzeciak, R. F. (2006). Comparing Insider IT Sabotage and Espionage: A Model-Based Analysis (No. CMU/SEI-2006-TR-026). Pittsburgh, PA: Carnegie Mellon University, Software Engineering institute.
The main purpose of this article was to use System Dynamics as a mechanism to model insider threats. System Dynamics also allows management to address and solve particularly difficult management challenges, where previously best efforts often exacerbated the problem. Two classic examples are low-nicotine cigarettes that result in smokers taking longer drags, and dams that resulted in additional flooding and levy breaks. 

One of the main benefits of this article is the use of System Dynamics as a model to capture the insider threat scenario. The system dynamics model can not be used to predict exact outcomes, but it can be used to provide imprecise projections. This can be combined with other discussion around insider threat prevention, and enterprise trust, to grow the system dynamic model.

The authors propose a number of policy recommendations for organizations to implement. This article provides actionable guidance based around system dynamics and understanding insider threat.

The progression through the six observations provides several interesting insights. For example, one of the key findings from the Hassan case was the ACS (Automated Case System) had such high complexity that agents did not use the build in security controls to restrict access. If the system was easier to use, it would have been easier for agents to restrict access and reduce the possibility of espionage.

One recommendation is that better defense comes through proactive security and limited wide-spread monitoring targeting specific suspicious insiders. Implementing stronger security across the organization may disrupt the organizational mission, causing more harm than good. 

Chopra, K., & Wallace, W. A. (2003). Trust in electronic environments. Paper presented at the Proceedings of the 36th Annual Hawaii International Conference on System Sciences, Hawaii.

The first half of this paper discusses trust and the nature of trust, which was covered in the Breadth Component. The second half of this paper provides a common language and framework to evaluate trust in various domains in electronic environments:

1. Information

2. Information systems

3. e-commerce

4. Online Relationships

This is a solid article that provides a good overview of trust mechanisms, and fit them into a repeatable framework. The authors discuss the difference between trust in a person and trust in an information system, in that information systems can not possess the qualities necessary of a social actor to trust. Trust in its nature requires an inherent quality of transformation due to influence on attitude and behavior, which a computer can not perform. 

Trust in information follows an interpersonal model of trust. In this case the trustee, or item being trusted, is a web page or electronic document. The information is trusted if it is believed to be reliable, and the trustor enters the relationship willingly, meaning they can accept or reject the information on the document. 

The authors propose trust in information systems has two perspectives, interpersonal trust for specific systems, and societal trust for large networks. Trust in electronic commerce shifts the discussion closer to interpersonal trust, where the trustee is now a person or organization, rather than an information system. Trust in online relationships is the situation most analogous to trust and information sharing in enterprise information system. This type of trust closely follows the interpersonal model of trust. (Chopra & Wallace, 2003, p. 8) 

Confidence in an online relationship derives from the other party’s intelligence, and their positive intentions are derived from their actions, such as the propensity to commit fraud, espionage, or mishandle the information. Ethics, predictability, dependability, and confidentially are summarily addressed. 

Corritore, C. L., Kracher, B., & Wiedenbeck, S. (2003). On-line trust: concepts, evolving themes, a model. International Journal of Human-Computer Studies, 58(6), 737.

Corritore proposes a model of online trust in this paper, which exists as a construct of external factors and a perception of external factors. This model is built up from an understanding of previous trust models, both in online and offline trust relationships. Corritore also provides a discussion of what online trust is not, which proves helpful to understand the specific scope of this paper and its research focus.

Specifically, online trust includes risk, vulnerability, expectation, confidence, and exploitation. Corritore specifically provides a definition of online trust as: “An attitude of conﬁdent expectation in an online situation of risk that one’s

vulnerabilities will not be exploited.”

Corritore provides an analogy between online and offline trust, and does so by creating four dimensions of online trust, Generality, Kinds, Degrees, and Stages. Each of these include factors that differentiate between online and offline trust, but allows the research to draw conclusions from either. Generality exists as the trustor shifts from general to specific trust. General trust exists when you have overall trust in a person, thing, or website, while specific trust is reliant on a specific characteristic of the trustee, such as a specialist physician or a government website. 

Online trust is a perceived experience. Three perceived factors affect trust: Credibility, Ease of use, Risk. In my case, Risk is the particular area of interest. Article states that risk is the least studied of the three perceptions.

Corritore provides a model of on-line trust, which is made up of external factors and perceived factors of trust. This shows the relationship and generation of online trust. External factors include aspects of the environment, psychological and physical, which contribute to trust. In the online model, this may be website design, features, accuracy, and seals of approval. The second part of the trust model is perception, that online trust is a perceptual experience. Corritore creates three key components of perception to build this model, Credibility, Ease of Use, and Risk. Corritore then walks through each of these three components.

This article is a strong component of the depth sequence – it captures much of the higher-order risk discussion, but does not dive into risk as it relates to information security controls.

In relationship to the Depth Component, espionage and IT sabotage require a vulnerability and the desire for exploitation, both of which are strong components to trust. This relationship exists both online and offline, and is supported by a number of trust researchers, such as Luhmann, Muir, Deutch, Zand, and Mayer. As Corritore states “Trust encompasses the perception that a person has vulnerabilities and that those vulnerabilities could be breached or capitalized on.” 

Corritore’s model relates both online and real world trust, and can be used to describe trust models applicable to both worlds. In addition, the review of trust models is specifically helpful to describe trust elements, and the background research applies to the KAM topic area.

Specifically, the relationship of Ease of Use to the Technology Acceptance Model applies directly to the relationship between enterprise information sharing and trust, a core component of the Depth Component.

In addition, Corritore’s model relates to the perception of control, and that a higher level of control results in a lower level of perceived risk. This is applicable to the relationship between controls for preventing insider threats, though they result in little need for trust, which results in an increased risk of insider threat. (Lewicki and Bunker, 1996).

Gallivan, M. J. (2001). Organizational Adoption and Assimilation of Complex Technological Innovations: Development and Application of a New Framework. The DATA BASE for Advances In Information Systems, 32(3), 51-85.

In this article the author provides a new model to measure the adoption and assimilation of technology in a complex environment. This is a framework that implements adoption under authoritarian decisions, where the action of individual autonomy is minimalized. Organizations where adoption is mandated and forced are similar to a government mandate or requirement to use a single information system for information sharing. 

Only the secondary phase is discussed in this model, which addresses adoption throughout the organizational masses. Though the author points out that primary adoption must occur first before secondary adoption can begin, this is not the focus of this study. The model captures several key components in phase two, including Managerial Interventions, Subjective Norms, and Facilitating Conditions.

Organizational culture was discovered as an obstacle to implementation. The Director of Technical training with a $2M budget stated “90% of learning goes on outside the classroom”, which was repeated throughout the organization. The result was that while the organization offered a number of formal training classes, the culture assumed additional support outside of the classroom. However, the result required employees to remain accountable for their own training and “career advancement”. This was seen as a criticism of the implementation, that the organization did not provide enough guidance, while the organization argued that employees were not accountable for their own growth and training. 

One IS manager criticized employees as having a “sense of entitlement” that the parent organization was responsible for guiding their career growth, and that the organization would guide their career path. She criticized this belief as especially prevalent among “the entrenched people”, including the older employees. She stated:

“Many of the older employees are just waiting, looking towards retirement. They expect that the company should train them on company time, rather than showing initiative themselves. They have the ‘send-me-to-a-class’ mentality… But the young people, they are going out, buying their own PCs, eating this stuff up.” Other respondents indicated the complacent attitude was a result of working in a beaurocratic, stable industry (insurance). 

This article is valuable to describe an alternative model to the TAM (Technology Acceptance Model (Davis, 1989)), TPB (Theory of Planned Behavior (Ajzen, 1985; Taylor and Todd, 1995)), TRA (Theory of Reasoned Action (Ajzen and Fishbein, 1975)) for technology acceptance. This is relevant to my immediate research as it addresses technology adoption where implementation is mandated, such as during information sharing requirements for a government organization. This model will be particularly relevant to the information sharing discussion at DHS.

Unfortunately the field study occurred from 1993-1994, and the information and technology may be outdated for today’s information. In addition, this was a mainframe implementation that did not focus on web applications or information sharing. 

Hampton-Sosa, W., & Koufaris, M. (2005). The Effect of Web Site Perceptions on Initial Trust in the Owner Company. International Journal of Electronic Commerce, 10(1), 55-81.

In this paper the authors analyze factors that contribute to initial online trust in an eCommerce company. The authors used a survey to analyze travel and PC buying websites for trust factors. The study revealed that website appeal is a significant predictor of initial trust, but website usability was not a strong predictor in creating initial trust. 
The authors evaluated these hypotheses through a number of defined mechanisms, such as Perceived Ease Of Use (PEOU), a measure of website usability, Perceived Usefulness (PU), the user’s perception of technology’s utility. Other factors in this study include perceived control and perceived usefulness. Finally, two customer characteristics are considered to make a complete model, web skills and an individual’s propensity to trust. 

This study is solid in the technical merit, but focuses on college students who have isolated factors. In addition they evaluate two types of websites for ecommerce, but not information sharing.

As the Depth Component focuses on information sharing, this article may be helpful, but does not directly correlate. It may be useful to demonstrate how information sharing can be influenced by different factors in a website or online transaction environment. However, an actual study to review information sharing is necessary. 
Horton, R. P., Buck, T., Waterson, P. E., & Clegg, C. W. (2001). Explaining intranet use with the technology acceptance model. Journal of Information Technology, 16, 237-249.

This article measured intranet adoption rates using the Technology Acceptance Model (TAM) for two UK companies. Company 1 was a bank, and Company 2 was an engineering firm. The authors conducted a survey based on the Likert scale to question a large number of employees, with 381 responses from the bank and 65 responses from the engineering firm. Responses were captured in both a self-reporting format, and an independent format. 

One of the core features of this paper is the difference between Company 1, the bank, and Company 2, the engineering firm. Information located on the bank’s intranet often consisted of known information, many of the situations were employees using the intranet to “seek” known information. By contrast, the engineering firm employees were searching unknown information, and were often “searching” the intranet to identify leads for additional information gathering. 


This paper addresses multiple questions, including the intranet adoption at these two companies using TAM, a comparison of intranet adoption and TAM effectiveness as a model between these two companies, and a measure of the effectiveness of self-reporting in an intranet adoption survey. 

The model we are interested in follows the bank, where much of the information is predefined if it already exists. Information searches at the bank were constrained to expected questions, while engineering information searches often searched to answer new questions. 

Interestingly, the authors state that “The most striking finding of this study is the poor prediction of actual usage offered by the TAM.” The TAM is more suitable to model intranets in organizations with constrained information requirements and a structured work environment. However, the TAM applicability varies among organizations and when evaluating different technologies. The results of this study are particularly applicable to intranets. 

This article provides direct relevance to enable information sharing and interoperability. This combines well with intranet trust and sharing information in an electronic medium. This was a valuable article in the means of identifying the utility of the TAM, and the adoption of intranets. Specifically this is helpful in the information sharing and insider threat focus, in trying to identify mechanisms that will convince users to accept technology. 

Hsi-Peng, L., Chin-Lung, H., & Hsiu-Ying, H. (2005). An empirical study of the effect of perceived risk upon intention to use online applications, Information Management & Computer Security (Vol. 13, pp. 106).

The authors of this article propose an extension of the Technology Acceptance Model (TAM) to include perceived information security risk. This factor has been generally ignored in previous TAM studies. Methodology included a survey for 1259 persons who downloaded free AV software through a web application from TrendMicro. The authors discuss the application of TAM to information systems with perceived risk. 

Their paper concludes that Perceived Risk (PR), Perceived Ease of Use (PE), Perceived Usefulness (PU) and Attitude are the major predictors of adoption for a Web Application. This model can also be extended for use to understand how users operate with any system that relies on perceived risk and user’s attitude. 

The data measured in the article really captures why a user chose to download and run the free Anti-Virus software. Some cite ease of use, but most cite a level of perceived risk. So while this article does demonstrate that users have a perceived risk, it requires a clearly understood risk as a factor. More esoteric risks may not apply to this situation, as users may not know they are at risk from a particular type of attack.  This article provides both support for perceived risk, and recognition of this risk factor by end users.

Komiak, S., & Benbasat, I. (2004). Understanding Customer Trust in Agent-Mediated Electronic Commerce, Web-Mediated Electronic Commerce, and Traditional Commerce. Information Technology and Management, 5(1-2), 181-207.

The authors of this article provide a study of three concepts of commerce, and propose a new trust model. The three types of commerce include traditional commerce, Web-mediated commerce, such as purchasing items from a web site, and Agent-mediated e-commerce, such as a recommender system or an agent-based purchasing system. 

The basis of the trust model is cognitive and emotional trust, relying on the foundation that a customer both thinks and feels when creating their opinion on trust. The authors also base their trust model on the awareness of the known, and awareness of the unknown. This principle is analogous to knowing what you know, but what you don’t know may be even scarier. Awareness of the known directly affects cognitive trust, and may affect emotional trust either directly or indirectly through cognitive trust. Awareness of the unknown will most likely affect both emotional trust and cognitive trust, decreasing trust in both. Customers may feel less in control, less certain, less secure and less comfortable about their situation.

The authors then postulate that in e-commerce, the customer’s awareness of the unknown and the awareness of the known information will be higher than in traditional commerce. This means the awareness of the known will have a greater influence to increase cognitive and emotional trust, while the awareness of the unknown will have a greater influence to decrease cognitive and emotional trust. 

The authors’ conclusion is to develop mechanisms that increase the awareness of the known, and decrease the awareness of the unknown, to provide greater trust in e-commerce situations.

This article provides an additional model, though it was poorly written, difficult to understand, and did not provide clear guidance to the application of this model. It left me wondering how it would be practically applied, as the abstract theories are complex and difficult to apply. In addition the authors did not include a study to evaluate the effectiveness of the model, rather they postulated its effectiveness through reason. 

Magklaras, G. B., Furnell, S. M., & Brooke, P. J. (2006). Towards an insider threat prediction specification language. Information Management & Computer Security, 14(4), 361 - 381.

In this article the authors provide a preview to upcoming research to discuss the creation of their threat prediction specification language, specifically focused on insider threats. This article is mostly a review of current taxonomies and threat prediction languages, with a brief discussion of their upcoming proposed language. 

The authors propose the Insider Threat Prediction Specification Language (ITPSL), which can be used to standardize the descriptions of insider threats. Interestingly, this paper points out two studies that identify the top three insider threat incidents, both of which identify the same top three issues using different terminology.

The authors propose to use a Domain Specific Langue (DSL) to create their insider threat language, which contains a methodology. The authors cite the Common Intrusion Specification Language (CISL) the IETF Intrusion Detection Exchange Format working group integrated with the Common Intrusion Detection Framework (CIDF). The authors propose to use the CIDF with their Insider Threat Prediction Specification Language (ITPSL), to address the shortcomings identified in their paper. The next step is for the authors to develop the ITPSL.

However, as the date on this article is 2006, it is unlikely their research will be released before this paper is complete. 
Majchrzak, A., & Jarvenpaa, S. L. (2004). Information Security in Cross-Enterprise collaborative knowledge work. Emergence: Complexity and Organization, 6(4), 40-50.

The authors in this article propose a knowledge worker-centric model that evaluates the decisions a knowledge worker makes throughout their day about what information is shared with whom and why. The increase in collaborative workspaces has increased the number of times this decision must be made on a daily basis, and this increased knowledge sharing can result in an increased number of data compromises and unauthorized disclosures, called “security breaches” for the purpose of this article.  

The article also notes how many collaborative processes are also emergent processes, the time and location of collaboration or information sharing may not be known, and productivity will be impacted if barriers for information sharing restrict the free flow of communication. The authors argue that current information security approaches are not appropriate, because they do not account for emergent collaboration and information sharing.

Overzealous policy control can prevent information sharing, and policies in general require enforcement and awareness at the end user level. Access restrictions exist in both technology and in roles and responsibilities. The authors argue the “information security professional” separates security tasks from other work, and this separated role inhibits collaboration and information sharing. 

Therefore, the authors propose the individuals make information sharing decisions based on five pre-defined factors: relative social resources, trust, knowledge ownership, psychological safety, and perceived value of knowledge.

This article provides a strong argument for a different mechanism of addressing trust and information sharing. I do not agree with the suggestion of removing a sole individual responsible for information security, but I do agree with the notion of making every employee responsible for information security, and to create a “culture of security”.

Nykodym, N. (2005). Criminal Profiling and Insider Cyber Crime Digital Investigation 2(4), 261-267.

In this paper, Nick Nykodym uses criminal profiling to begin a discussion of addressing insider threat. However, this discussion does not address insider threat in-depth, but focuses on the criminal aspects of profiling. The author hypothesizes that an individual committing a crime in cyberspace can fit a certain profile in the same way that regular criminals fit a profile. This research is applicable for organizations which may have employees who fit these profiles, and have a possibility of criminal intent. 

The author applies the cyber criminal profiles to insiders. They identify four main categories of insider attacks: espionage, theft, sabotage, and personal abuse. Spies conduct espionage, and may have been placed in an organization intentionally. Saboteurs are similar to spies, as both require knowledge about IT, but may have very different motives. The Spy may be hired by a competitor, while a saboteur may be motivated by greed or revenge. Similarly, the thief is motivated only by financial gain, either personally or for their employer. 

The focus of this article is more on traditional criminal elements than cyber crime, and the four categories of cyber criminals are not complete. In addition, the four types of behavioral evidence analysis claim little evidence is left over after a cyber crime, which is incorrect. 

Shaw, E. D. (2006). The role of behavioral research and profiling in malicious cyber insider investigations. Digital Investigation, 3(1), 20-31.

Eric Shaw provides a solid foundational overview of current behavioral theories and concepts in insider threat research. Shaw notes that, until recently, little behavioral research has been conducted on insider threat subjects, activities, and investigation techniques such as behavior profiling. Shaw addresses this by breaking this paper into two main profiling sections, inductive profiling and deductive profiling. Inductive profiling is based on using specific facts to reach generalizations about a subject group. Deductive profiling is based on using general group information to formulate specific subject characteristics. Inductive profiling examines the “who, what, where, when, and why” of insider attacks, while deductive profiling examine case studies to formulate characteristics of an unknown individual.

This article provides a solid overview of the current state of insider threat behavior profiling, with a strong contribution as a summary document to drive towards additional information. 

Shaw, E. D., & Fischer, L. F. (2005). Ten Tales of Betrayal: The Threat to Corporate Infrastructure by Information Technology Insiders Analysis and Observations. Monterey, CA.: Defense Personnel Security Research Center.

Eric Shaw and Lynn Fisher provide a review of ten cases of insider trust, examples of individuals for a number of mechanisms chose to lash out at their employer through an electronic weapon, and attempt to damage their employer. While these ten cases are varied in specifics, several core attributes and findings emerge. 

The ten case studies selected come from non-DoD employers, in an attempt to apply this research to more than just military cases. However, the authors point out that when subcontracted personnel are hired to administer unclassified but critical government systems, not much is known about their background and their ability to hold a position of trust. As a result, these individuals may be more prone to insider attacks. Mechanisms to prevent these attacks are discussed in this report, and are one of the main topics of this section. Insider threat prevention refers to both the policies and practices affecting employment screening, and to deter employee actions upon hiring. 

Though a reliable profile is difficult to identify, the authors put forward a concept of the “critical pathway”, a mechanism to identify the likelihood of an insider attack through analysis of at-risk characteristics. The critical pathway is meant to capture the insider’s characteristics, stressors, and interactions to determine a profile and establish a mechanism to identify increased risk. The critical pathway is very similar to system dynamics, though on a less complex scale.

The report concludes with a series of recommendations, but focuses on two that can primarily reduce the number of successful malicious insider attacks. Managers should review and enforce policies regarding termination procedures and remote access policies. 

The article was well written and well thought out, though it provided very little in terms of specifics about the 10 cases. 

Suh, B., & Han, I. (2002). Effect of trust on customer acceptance of Internet banking. Electronic Commerce Research and Applications, 1, 247-263.

This study involved collecting results from 845 surveys from web users on their opinions of internet banking. The authors used the Technology Acceptance Model (TAM) and modified it to include trust and to address internet banking issues. The results demonstrate a new factor of trust in technology adoption and a new consideration to the TAM. 

In this study “trust” is defined as a trusting belief, the promise that another can be relied upon, and in a time of need they will act in a benevolent manner towards the trustor. The authors consider four types of trust: disposition to trust, institution-based trust, trusting belief, and trusting intention. Disposition is based on willingness to trust, institution-based trust is based on the trustor’s situation, trusting belief is based on the trustee’s characteristics, and trusting intention is a trustor’s willingness to trust the trustee. The authors define trust as having three characteristics, ability, benevolence, and integrity. 

The authors recommend public banking websites encourage public trust by considering the factors discussed. They also propose mechanisms to increase the level of trust, though not directly addressed in this study. These include the Trust-e symbol, WebTrust seal, familiarity and disposition to trust, and the presence of other trust mechanisms. 

This article contained a good survey size and supported the reliability of the data. It focused specifically on trust and its application to the TAM, though it did not evaluate mechanisms to increase website trust through trust mechanisms. This would be a good source of follow-on work.

Vathanophas, V., Krittayaphongphun, N., & Klomsiri, C. (2006). Technology Acceptance of Internet toward E-Government Initiative in Naval Finance Department of Royal Thai Navy. Paper presented at the eGovernment Workshop ’06 (eGOV06), Brunel University, West London, UB8 3PH.

The purpose of this conference proceeding is the capture the current state of internet adoption within the Royal Thai Navy. The authors use the Technology Acceptance Model (TAM) to develop their survey criteria, which was conducted throughout the military ranks of the Royal Thai Navy. 

The specific uniqueness in this technology adoption was the integration of the TAM with government information system users. The hypothesis proven true were different than those in other models, possibly demonstrating a difference in technology acceptance between government and civilian information system users.

One of the conclusions discussed in this article is that the level of training users had did not demonstrate any correlation in the TAM. The confusion occurred at all three levels of seniority interviewed. However, all three levels recommended training as a mechanism to increase technology adoption. This conclusion demonstrates a misperception between technology adoption under the KAM, and the value of training.
The biggest value in this article is the focus on e-Government and applying the TAM in a government workspace. However, the fact that it was the Royal Thai Navy and adoption of internet usage makes it less applicable to the immediate KAM. 
Mun, Y. Y., Joyce, D. J., Jae, S. P., & Janice, C. P. (2006). Understanding information technology acceptance by individual professionals: toward an integrative view. Inf. Manage., 43(3), 350-363.

This article is an analysis of three common paradigms for information technology acceptance. These include the Technology Acceptance Model (TAM), the Theory of Planned Behavior (TPB), and the Innovation Diffusion Theory (IDT). The authors apply these three paradigms of technology acceptance towards a hospital environment and the adoption of Personal Digital Assistants (PDAs). 

The Technology Acceptance Model (TAM) states that a person’s usage of a system will be determined by two beliefs: 1. perceived usefulness of a system, and 2. perceived ease of use. The Theory of Planned Behavior (TPB) is grounded in psychology, where user behavior is a function of attitude, subjective norms (perception of other people considered to be important by the subject), and perceived behavioral control (perception of internal and external resource constraints). Finally, the Innovation Diffusion Theory (IDT) is based on communications of new ideas among members of a social network. Adoption is driven by results demonstration through observation and communication, and image enhancement among members of the social group. 

The authors also hypothesized that Personal Innovativeness in IT (PIIT) will have a positive influence on perceived behavioral control. This is seen as some individuals are more willing to take a risk. 

This article is helpful as it provides an overview, but is lacking in the details I need for information sharing and preventing information hoarding. It will help to explain technology adoption, but not technology trust or tools or theories to enable enterprise information sharing or building a virtual team. 
Annotated Bibliography Conclusion
In this annotated bibliography I have identified several key aspects when considering insider threat and information technology adoption. The integration of trust models with the technology adoption model demonstrates a common ground between the two fields, and is built on by various papers discussing trust. The Depth Component below addresses this topic and integrates technology adoption and insider threats.
Introduction

In the Breadth Knowledge Area Module (KAM) I addressed the origins of trust from a psychological and humanistic perspective. Trust is inherently a human quality, combining emotions and cognition to derive the propensity to make one vulnerable to another person. This Depth Component takes the concept of trust one step deeper, applying the concepts of trust to information system adoption and insider threats. Previous works rarely addressed the relation between technology adoption and insider threat, and this work is intended to be an introduction to this relationship.

This KAM will first address the basics of online trust, what increases or decreases trust levels. Next I explore why some users choose to adopt certain technologies, and the role trust plays in those technologies. This includes trust of users to information systems, and trust of users to other users using the information system. Finally, I discuss the relationship between trust and malicious insiders, as we soon discover organizations can be too trusting of privileged users and they may abuse information available to them. Motivated by revenge or financial gain, privileged users may commit fraud, sabotage, or information theft.
In the Application KAM I will respond to this concern with mechanisms for managers to reduce the likelihood of insider threats though various technical, management, and operational controls. The Application KAM will help managers with employees who use information collaboration tools to understand the prevalence of insider threat, and implement mechanisms to reduce the likelihood of attacks from malicious insiders while increasing the adoption rates of information systems.
Trust 
First we discuss the basis of trust in a virtual environment, such as establishing trust between virtual teams and working groups. As we discussed in the Breadth Component, Giddens argues that trust is a stabilizing characteristic to provide reassurance in an uncertain society. (Giddens, 1991) The core of the Depth Component discusses how we come with trust in an online environment, and trust other users to behave in an appropriate manner.

Corritore’s Online Trust Model

Corritore, et al. proposes a model of online trust which exists as a construct of external factors and the perception of external factors. This model is built up from an understanding of previous trust models, both in online and offline trust relationships, and provides a definition of online trust, which proves helpful to understand the specific scope of this paper and its focus. Specifically, trust in an online environment is not trustworthiness, faith, cooperation, or credibility. All these are factors that may contribute to trust, but they are not trust in themselves. Rather, online trust is composed of risk, vulnerability, expectation, confidence, and no exploitation. (Corritore, Kracher, & Wiedenbeck, 2003) They state “Trust encompasses the perception that a person has vulnerabilities and that those vulnerabilities could be breached or capitalized on.”
Corritore, et al. specifically provides a definition of online trust as: “An attitude of confident expectation in an online situation of risk that one’s vulnerabilities will not be exploited.” (2003) They provide an analogy between online and offline trust by creating four dimensions of online trust: 
1. Generality exists as the trustor shifts from general to specific trust. General trust exists when you have overall trust in a person, thing, or website, while specific trust is reliant on a specific characteristic of the trustee, such as a specialist physician or a government website.

2. Kinds of trust include “slow and swift” trust and “cognitive and emotional” trust. An online example of cognitive and emotional trust is a website that appeals to both the user aesthetically and provides valuable information or services. 
3. Degrees of trust are a progression in depth of trust, starting out weak and growing stronger as degrees of trust progress. These include Basic Trust, Guarded Trust, and Extended Trust.
4. Stages of trust describe a growth of trust, including Deterrence Based, Knowledge Based, and Shared Identification Based trust.
Each of these dimensions includes factors that differentiate between online and offline trust, but allows the research to draw conclusions from either. (Corritore, Kracher, & Wiedenbeck, 2003) 
Quite a bit of research has been created in the realm of Human Computer Interactions (HCI), from website design to error messages, and many relate to establishing trust with a user. Errors in a website, just as by a company or a person, over time will degrade trust with the user. Interestingly, multiple small errors over time may have more of an impact to degrade trust rather than a few large errors. Corritore calls these “Trust Cues”, and are used to build trust factors both online and offline, crossing the boundary between domains. From website design to recommender systems, typographical errors to transaction ratings, a multitude of trust cues affect the creation or destruction of trust, to encourage or discourage the trustor from trusting. (Corritore, Kracher, & Wiedenbeck, 2003) 
These theories are summarized in a model of on-line trust, which is made up of two factors of trust, external and perceived. This is described in figure 1, which shows the relationship and generation of online trust. External factors include aspects of the environment, psychological and physical, which contribute to trust. In the online model, this may be website design, features, accuracy, and seals of approval. However, online trust is a perceived experience, and perceived factors in this model are website credibility, ease of use, and risk. (Corritore, Kracher, & Wiedenbeck, 2003)
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Figure 1. (Corritore, Kracher, & Wiedenbeck, 2003)
Credibility and the perception of credibility has four components: Honesty, Expertise, Predictability, and Reputation. Corritore, et al. cites researchers that described honesty as synonymous with trustworthy, and expertise is competency or knowledge. Predictability is related to credibility, that a website will behave as expected. Reputation is also related to credibility, in the factor of a website’s past performance. (Corritore, Kracher, & Wiedenbeck, 2003) 
Ease of Use describes how well users can achieve their goals while using a computer, as a mechanism to measure technology adoption. This will be discussed further as website usability is a core component of the Technology Acceptance Model (TAM) (Davis, 1989), and one of the factors contributing to espionage in the Robert Hanssen espionage case (Band et al., 2006). Corritore relates Ease of Use to TAM in the argument that a website that is easy to navigate and find the information needed instills a sense of trust in the user, and satisfies the user with their online experience. The relationship of Ease of Use to the Technology Acceptance Model applies directly to the relationship between insider threat and trust. (Corritore, Kracher, & Wiedenbeck, 2003)
Risk, both in online and offline dimensions, is the likelihood of an undesirable outcome. A user’s perception of risk is closely linked to their trust. For example, a person buying a large ticket item online for the first time may feel they have little control over the transaction. Komiak & Benbasat argue that while consumers may not be fully aware of all the unknown risks, they have an “awareness of the unknown” that increases their perceived risk. (2004) However, Corritore, et al. argues their level of control is the same as a person who makes purchases all day long online, but their level of perceived risk is much lower. (2003) An exploration of perceived risk will be discussed later in technology adoption and trust, and insider threat and the trust trap.
Chopra and Wallace Online Trust Framework
To enable a strong discussion of trust in information systems, Chopra and Wallace propose a framework to evaluate trust in various domains in electronic environments. The four electronic environments include:

5. Information

6. Information systems

7. e-commerce

8. Online Relationships

During the Breadth Component I discussed how trust is a human activity, from interpersonal trust to team trust to societal trust. Chopra and Wallace extend this discussion by addressing the difference between trust in a person and trust in an information system, in that information systems can not possess the qualities necessary of a social actor to trust. Trust in its nature requires an inherent quality of transformation due to influence on attitude and behavior, which a computer can not perform. (Chopra & Wallace, 2003) 
Their model of trust is captured in Figure 2, which is a sliding scale of interpersonal relationships, from least personal on the left to more personal on the right. Important to note is how the scale shifts from trusting technology to trusting people through technology.
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Figure 2. (Chopra & Wallace, 2003, p. 5)
Trust in Technology

Trust in technology follows an interpersonal model of trust. In this case the trustee, or item being trusted, is a web page or electronic document. The information is trusted if it is believed to be reliable, and the trustor enters the relationship willingly, meaning they can accept or reject the information on the document. 

Chopra and Wallace (2003) propose trust in information systems has two perspectives, interpersonal trust for specific systems, and societal trust for large networks, such as enterprise information systems. This follows the distinction I make in the Breadth Component, where Eisenstadt, Luhmann, and Pettit discuss interpersonal trust, while Fukuyama, Gibson, Seligman and Urban discuss societal trust. Chopra and Wallace also make the distinction that trust in information is not the same type of trust as interpersonal trust, but a trust in the “proper functioning of computer hardware and software”. (Chopra & Wallace, 2003, p. 7) This is the foundation of Trusted Computing, and is an important distinction between Trusted Computing and interpersonal trust using information systems. 

Trust in People

Trust in electronic commerce shifts the discussion closer to humanistic trust, where the trustee is now a person or organization, rather than an information system. In this case an individual’s confidence is that a transaction will be fulfilled appropriately. A number of mechanisms exist to increase the trust in electronic commerce, such as history, buyer and seller rating systems, branding, and predictability. 

Finally Chopra and Wallace (2003) identify trust in online relationships. This type of trust closely follows the interpersonal model of trust. (Chopra & Wallace, 2003, p. 8) This situation may be a person engaged in a chat room, bulletin board, email, or other electronic communication resource for sharing information. The element of confidence is the other party will maintain the quality of the relationship. Cognitive trust is influenced by their credentials, while affective trust is created through an emotional bond. 

Confidence in an online relationship derives from the other party’s intelligence, and their positive intentions are derived from their actions, such as the propensity to commit fraud, espionage, or mishandle the information. This relates directly to insider threats, discussed later in this paper. Ethics, predictability, dependability, and confidentially are summarily addressed. This definition of confidence is the same we used to define trust earlier. (Corritore, Kracher, & Wiedenbeck, 2003)
The propensity for an individual to trust an online relationship is driven by their technical savvy, and their disposition to trust. Trust in online relationships grow in a similar manner to real-world relationships, where it grows stronger based on previous interactions. Bonding occurs as the relationship evolves into friendship or romance. This follows to the Technology Acceptance Model, discussed later in this paper, where users with more comfort in technology are more likely to adopt technology. (Hsi-Peng, Chin-Lung, & Hsiu-Ying, 2005) 

Chopra and Wallace (2003) conclude their discussion with a comprehensive framework. Their seven descriptions of trust are Nature, Elements, Preconditions, Dimensions, Trustworthiness, Influences, and Processes. Specific to our discussion of online trust, this framework demonstrates online relationship models closely follow the real-world trust relationship models. The context of trust is derived from the situation, the societal role of trust comes from introductions and referrals, and interpersonal trust relies on confidence and credentials.
Technology Adoption Models

Technology adoption in a complex organization requires a combination of technical proficiency and psychology. Multiple technology adoption models address the factors that influence acceptance and use of a new technology in a workplace environment, such as the Technology Acceptance Model (TAM), the Theory of Planned Behavior (TPB), the Innovation Diffusion Theory (IDT), the Theory of Reasoned Action (TRA), and the Secondary Adoption and Organizational Assimilation Processes. 
Other papers already provide a comprehensive review and comparison of these technology adoption models. (Yi, Jackson, Park, & Probst, 2006) Rather, this KAM will focus on two technology adoption models, a modified TAM to consider trust in technology adoption, and Gallivan’s model of mandated technology adoption as it applies to enterprise information system adoption. (Davis, 1989; Gallivan, 2001)
Davis’s Technology Acceptance Model (TAM)

The Technology Acceptance Model (TAM) is one of the first models to address technology adoption, and has remained one of the most explored models. One of the core tenants of the TAM process is that users’ perceptions of system usefulness and ease of use are key determinants of individual’s adoption of technology. (Davis, 1989) It states that a person’s usage of a system will be determined by two beliefs: 1. perceived usefulness of a system, and 2. perceived ease of use. We will explore each of these, and add a new dimension of trust.
TAM is an adaptation of Theory of Reasoned Action (TRA) specifically modified to user acceptance for IT systems. TRA proposes that belief influences attitude, which in turn shapes behavioral intentions. Figure 3 demonstrates how perceived usefulness (PU) and perceived ease of use (PE) are combined to influence attitudes and behaviors for IT users to adopt an information system. 
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Figure 3. Adapted from Davis (1989) by Yi, et al. (2006)
Others were quick to build on Davis’s original TAM. Yi, et al. discusses the practical impact of perceived usefulness and perceived ease of use in their study. Figure 3 shows how Perceived Ease of Use has a positive impact of 0.43 on Perceived Usefulness, and Perceived Usefulness has a positive impact of 0.55 on behavioral intention. (Yi, Jackson, Park, & Probst, 2006) This indicates the positive impact of both usefulness and ease of use when considering their influence on behavioral intention, which directly affects system adoption. 

Yi, et al. also hypothesized that Personal Innovativeness in IT (PIIT) will have a positive influence on perceived behavioral control, with a 0.54 correlation. This is seen as some individuals are more willing to take a risk and try a new IT system. The new technology is less troublesome, and they are able to quickly grasp the benefits of the innovation and application in their work environment. (Yi, Jackson, Park, & Probst, 2006)
Other analysis, such as Legris, et al, proposed the TAM should be amended and integrated into a broader model to incorporate human and social change processes, and innovation adoption variables. (2003) The authors conclude that the TAM must be expanded to increase utility, and identify three current limits of the TAM: 1. current studies involve students, but may be better represented if done in a business environment. 2. Many applications studied included office automation or system development applications, but may be better applied towards business process applications. 3. Many of the TAM evaluations relied on self-reporting mechanisms, which are less reliable. (Legris, Ingham, & Collerette, 2003, p. 202) 
It’s also important to note that the TAM was originally intended for measuring adoption of a specific program, such as word processing or email, not the use of web browsers and the intranet, like I address in this paper. This is an important distinction because the focus on word processing may be on features and characteristics in producing an electronically typed document, the focus on the intranet is the usefulness of the information contained and retrieved, in addition to the characteristics and capabilities of the intranet web portal and web browser. (Horton, Buck, Waterson, & Clegg, 2001, p. 239) 

The conclusions offered by Legris, et al. and Horton, et al. help us to understand the limited application of TAM to our insider threat model, but recognize additional research may be performed in a business environment, with business process applications, and less self-reporting which compensates for malicious insiders.
TAM adoption

Next I provide examples of studies that have evaluated TAM adoption in relevant scenarios, such as federal governments and large corporations. Vathanophas, et al. discusses a practical implementation of the TAM model with the Thai Royal Navy and government information system users. The hypothesis proven true was different than those in other models, possibly demonstrating a difference in technology acceptance between government and civilian information system users. (Vathanophas, Krittayaphongphun, & Klomsiri, 2006)
One of the conclusions discussed by the Vanthanophas, et al. is the lack of correlation between TAM usage and user training, which occurred at all three levels of military seniority. However, all three levels recommended training as a mechanism to increase technology adoption. This conclusion demonstrates a misperception between technology adoption using the TAM, and the value of training. (Vathanophas, Krittayaphongphun, & Klomsiri, 2006) This is relevant to our discussion as training is common in government environments to introduce new technology systems. 
Next I provide a discussion of intranet adoption rates using the TAM for two UK companies. Company 1 was a bank, and Company 2 was an engineering firm. Information located on the bank’s intranet was known organizational knowledge, and many of the situations were employees using the intranet to “seek” known information. By contrast, the engineering firm employees required unknown information, and were often “searching” the intranet to identify leads for additional information gathering. This contrast meant the usefulness, and hence Perceived Usefulness, of information collected on the intranet varied. (Horton, Buck, Waterson, & Clegg, 2001, p. 245)
The studies revealed that PU affected a user’s intention to use an intranet site, though the self-reporting after the fact was not affected by this intention. In contrast, PEU was predicted to affect both intention to use and the self-reporting usage, and the data supported that both actions were affected by the intention to use the system. The authors identify other studies that denoted errors in reporting when comparing self-reporting to other usage measures. (2001, p. 240) Self-reported usage was found to be an inappropriate substitute for other reporting mechanisms, which correlates to the findings by Legris, et al. (2003) 

The conclusion to this study is that for the bank, usefulness can not be judged with limited exposure, though ease of use is something that can be judged relatively quickly. (Horton, Buck, Waterson, & Clegg, 2001, p. 244)  This finding was not supported by Company 2, the engineering firm, where PEU played a role in explaining actual and self-reported usage, while PU did not. 

The model we are interested in mapping towards is closer to the bank, where much of the information is predefined if it already exists. Information searches at the bank were constrained to expected questions, while engineering information searches often searched to answer new questions. 

The result of not fully supporting the hypothesis is the TAM is more suitable to model intranets in organizations with constrained information requirements and a structured work environment, such as banks, large corporations, and governments. However, the TAM applicability varies among organizations and when evaluating different technologies. If the employees are seeking for known information, it just needs to be placed on the intranet, and a higher confidence in information placement will result in a higher PU factor.

Gallivan’s Mandated Organizational Adoption
Up to this point we have discussed the TAM, which addresses voluntary technology adoption. However, the TAM does not address mandated technology adoption, which is more common in large corporations and governments. Gallivan, et al. propose new model to measure the adoption and assimilation of technology in a complex environment. This is a hybrid framework that supports organizational implementation and adoption under authoritarian decisions, where the action of individual autonomy is minimalized. Examples include organizations where adoption is mandated and forced from a central point, and these are similar to a government mandates or requirements to use a single information system for information sharing. 

This model combines the Technology Acceptance Model (TAM) with the Innovation Diffusion Theory (IDT). Both models identify perceived attributes of innovation as key predictors for adoption, users intention, and users ability to choose weather or not to adopt. (Gallivan, 2001, p. 55) 

It is important to note the distinction that this model does not assume choice in adoption, as it is assumed in phase two that all employees are mandated to adopt the technology. Rather it discusses the means of adoption, why and how they do it, though experience and obstacles, and how these events influence organizational adoption. (Gallivan, 2001, p. 62) 

Figure 4 identifies the two stages of adoption in this model, from primary adoption to secondary adoption. (Gallivan, 2001, p. 60) However, we will only address secondary adoption, which addresses adoption throughout the organizational masses. Though Gallivan points out that primary adoption must occur first before secondary adoption can begin, this is not the focus of the study. The center of figure one captures several key components in phase two, secondary adoption. These include Managerial Interventions, Subjective Norms, and Facilitating Conditions. 
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Figure 4. Theoretical Framework (Gallivan, 2001, p. 60)
Managerial Interventions are the actions taken and resources made available to managers to enhance the secondary phase adoption rate. This may include management mandating adoption of the new technology, offering training and support, and hiring new resources experienced with the adopted technology to assist current employees. When management operates with highly centralized planning and oversight, it facilities early stages of assimilation, though it may constrain later stages of assimilation. (Gallivan, 2001, p. 74)
Subjective Norms describe adopter’s beliefs about their peers and other adopters, understanding how others are handling the adoption process. These subjective norms do not so much relate organizational mandates, rather they capture an individual’s perception of what they think others think they should do. When the subjective norms reinforce the locus of responsibility for learning and career development on the employee, it may help with technology assimilation. However, when the locus of responsibility is placed with the organization, it may constrain assimilation and reduce accountability, as happened in this study.  (Gallivan, 2001, p. 74)
Facilitating Conditions is a catch-all category to address additive or subtractive facilitating conditions for adoption. These may include conditions the organization supports to encourage innovation or individual attributes of employees to adopt innovative technologies. (Gallivan, 2001, p. 62)
The Secondary (individual) Adoption Process addresses issues on an individual level, and the Assimilation Stage refers to the degree of implementation within the adopting unit as a whole. This addresses the hybrid component of this model, where it considers both individual mandated adoption, and the successful assimilation of technology on the organizational or sub-organizational whole. 

Results after mandated implementation

One obstacle to implementation was organizational culture. The Director of Technical training with a $2M budget stated “90% of learning goes on outside the classroom”, which was repeated throughout the organization. (Gallivan, 2001, p. 71) The result was that while the organization offered a number of formal training classes, the culture assumed additional support outside of the classroom. However, the result required employees to remain accountable for their own training and “career advancement”. This was seen as a criticism of the implementation, that the organization did not provide enough guidance, while the organization argued that employees did not take accountability for their own growth and training. 

Respondents indicated their complacent attitude was a result of working in a bureaucratic, stable industry, in this case insurance, similar to government such as the previous example of the Thai Royal Navy. (Vathanophas, Krittayaphongphun, & Klomsiri, 2006) Others argued that the employee’s lack of self-determination or responsibility of their careers was a result of the organization’s top-down management fashion, which fostered an attitude of dependence by employees on the organization. 

One information system manager criticized employees as having a “sense of entitlement” that the parent organization was responsible for guiding their career growth. She criticized this belief as especially prevalent among “the entrenched people”, including the older employees. She stated:

“Many of the older employees are just waiting, looking towards retirement. They expect that the company should train them on company time, rather than showing initiative themselves. They have the ‘send-me-to-a-class’ mentality… But the young people, they are going out, buying their own PCs, eating this stuff up.” (Gallivan, 2001, p. 71) 
This is related to the previous discussion about the TAM model applied to the Thai Royal Navy, where all levels of management recommended training, though the value of training was disputed. (Vathanophas, Krittayaphongphun, & Klomsiri, 2006)
Summary

In this section I have introduced technology adoption models, specifically Davis’s Technology Acceptance Model (TAM) and Gallivan’s mandated technology adoption model. Throughout this discussion several common threads emerge, the influence of organizational size and culture, the affect of training or expected training, and errors in self-reporting. Gallivan explicitly cites the importance of training as part of adoption in an enterprise environment, (2001, p. 74) while Vanthanophas, et al. cite the expectation. (2006)
Technology Acceptance Model (TAM) and Trust

The original Technology Acceptance Model (TAM) did not account for trust. (Davis, 1989) However, technology adoption has a strong interaction with human trust factors, the trust users place in the system and with the other people using the system. This section explores the integration between trust factors and the TAM. 
A modified TAM for website usability
This paper combines the TAM qualities of Perceived Usefulness (PU) and Perceived Ease of Use (PEOU) with website appeal and usability, including perceived control and perceived enjoyment. Two customer characteristics are also considered, web skills and an individual’s propensity for trust. Web skills represent a user’s technical ability, and a trust propensity is an individual characteristic also known as a “disposition to trust”. (Hampton-Sosa & Koufaris, 2005) The entire model drives towards user’s intention to trust the company and to use the website, which is addressed in the TAM, though as previously discussed the TAM was not originally intended for intranet or website acceptance modeling. The complete model is captured in Figure 5.
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Figure 5. (Hampton-Sosa & Koufaris, 2005)
The authors’ data support that website appeal was discovered to have the greatest impact on the intention to use the website, with a correlation coefficient of 0.453. Web skills were also shown to have a positive correlation with website usability, and the initial trust in a company was shown to have a positive correlation to the intention to use the website. However, initial trust in a company was shown to not be affected by website usability or a disposition to trust. (Hampton-Sosa & Koufaris, 2005)
This indicates that users of websites with a high Perceived Usefulness (PU) will find the website more appealing, and hence have a greater intention to trust and use the website, with lesser influence by the usability of the website. A different way to look at this is that users who perceive a website to be useful will work with a poorly designed website in order to retrieve the necessary information. For example, the FBI ACS system used in the Robert Hanssen case was difficult to use, but necessary for agents to perform their job. However, its difficulty to use is what lead to a lack of security controls to restrict Hanssen from accessing files he did not have a need to know. (Band et al., 2006) In addition, though this study demonstrates users of websites with a high Perceived Ease of Use (PEOU) has a large correlation of 0.619 with website usability; website usability does not have a strong correlation with the user’s initial trust in a company. 
A modified TAM for perceived risk with computer viruses

Hsi-Peng, et al. have also proposed extensions to the Technology Acceptance Model (TAM), in this case to include perceived information security risk. The authors discuss the application of TAM to information systems with perceived risk. They capture the technology acceptance model with perceived risk in the Figure 6 below. Perceived risk as a factor has been generally ignored in previous TAM studies, however the perceived risk as an enable for technology adoption is very relevant to information security and insider threat controls. This study’s methodology included a survey for 1259 persons who downloaded free AV software through a web application from TrendMicro. (Hsi-Peng, Chin-Lung, & Hsiu-Ying, 2005)
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Figure 6. (Hsi-Peng, Chin-Lung, & Hsiu-Ying, 2005)
His-Peng, et. al, conclude that Perceived Risk (PR), Perceived Ease of Use (PE), Perceived Usefulness (PU) and Attitude toward Use are the major predictors of application adoption. However, this research discusses user’s perceived risk in regards to downloading Anti-Virus software, where users know about a real threat from computer viruses, as opposed to insider threats where users may not be aware of the risk, or the organization may have fallen into the trust trap. (Anderson et al., 2004) The perceived risk of unknown risks is not addressed in this model as it is in other models, such as insider threats or complex technology risks that most users do not understand. (Komiak & Benbasat, 2004) The data measured in this research specifically captures why a user chose to download and run free AV software, where most cited a level of perceived risk. 

A modified TAM for customer trust and internet banking

Still other studies attempt to capture a modified TAM model for eCommerce applications, in this case to increase customer trust in an internet banking application. This study involved collecting results from 845 surveys from web users on their opinions of internet banking. Suh and Han (2002) used a modified Technology Acceptance Model (TAM) which includes trust.
In this study the authors adopt a definition of trust similar to institution-based trust addressed in the Breadth Component. Additionally, the authors define customer trust as confidence in the bank, based on previous interactions and the belief that in unforeseen circumstances the bank will behave in a manner of goodwill.  Their definition of trust has three characteristics, ability, benevolence, and integrity. Ability is the bank’s capacity to do what needs to be done, benevolence is that the bank will do what is in the best interest of the customer, and integrity means the bank makes and fulfills good-faith promises. (Suh & Han, 2002, p. 249)
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Figure 5. (Suh & Han, 2002)
In this study, half the subjects had experience with internet banking for over one year, and 94% had experience with the internet for over one year. 

Hypothesis 1 (=0.687) and 4 (=0.710) examined the interaction of customer beliefs, perceived usefulness (PU) on trust, and perceived ease of use (PEU) on perceived usefulness (PU). PU had a significant impact on trust, and PEU had a significant impact on PU. (Suh & Han, 2002, p. 258) 

Reviewing H3 (=0.152), H7 (=0.309), and H8 (=0.484), we see that 75% (R2=0.745) of the variance in behavioral intention to use is explained by trust, perceived usefulness, and attitude, while each of these have an influence on the behavioral intention to use. The positive impacts of perceived usefulness and attitude were modeled in TAM and supported by data in this study. (Suh & Han, 2002, p. 259)
In conclusion, the authors discovered that trust is a significant factor in explaining a customer’s attitude towards internet banking. As the authors state “These results imply that customers rely on trust in online environments that are processing sensitive information.” and “Moreover, trust had a more direct effect on a customer’s attitude than perceived ease of use in the Internet banking context, while perceived ease of use had a greater total effect on a customer’s actual use.” (Suh & Han, 2002, p. 260) This is also supported in Hampton-Sosa & Koufaris, where though trust is significant in influencing the attitude towards using, the Perceived Usefulness (PU) still has the most overall influence. (2005) 
A model for fear of the unknown
Komiak and Benbasat propose a new trust model that contributes to the other models discussed, but has not been integrated to the TAM or trust discussion. The authors conduct their study by considering three types of commerce: traditional, Web-mediated, such as purchasing items from a web site, and Agent-mediated, such as a recommender system or an agent-based purchasing system. (2004)
The basis of this trust model is cognitive and emotional trust, relying on the foundation that a customer both thinks and feels when creating their opinion on trust. Cognitive trust is based on the trustee’s competence, benevolence, and integrity, just as used in previous models. (Suh & Han, 2002) 

The authors base their trust model on the awareness of the known, and awareness of the unknown. This principle is analogous to knowing what you know, but what you don’t know may be even scarier. These four aspects are captured in Figure 6. 
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Figure 6. (Komiak & Benbasat, 2004)
Awareness of the known directly affects cognitive trust (a), and may affect emotional trust either directly (b) or indirectly through cognitive trust. Awareness of the unknown will most likely affect both emotional trust and cognitive trust, decreasing trust in both. Customers may feel less in control, less certain, less secure and less comfortable about their situation. (Komiak & Benbasat, 2004, p. 188) 

Komiak and Benbasat (2004) conclude that mechanisms that increases the awareness of the known, and decreases the awareness of the unknown, will provide greater trust in e-commerce situations. (Komiak & Benbasat, 2004, p. 202) This correlates to previous models I have discussed and the application of trust to increase technology acceptance. (Hampton-Sosa & Koufaris, 2005; Hsi-Peng, Chin-Lung, & Hsiu-Ying, 2005) As trust is a component of the modified TAM, the awareness of the known and unknown directly affect the technology acceptance. User education is a critical component of technology adoption, and can assist in reducing the unknown, and provide additional confidence in the information system. As Chopra and Wallace (2003) discussed in their online trust framework, confidence in other users of the information system is a critical point of trust in an online relationship, and a key component of technology acceptance.

Summary
In this section I have introduced the trust component to the Technology Acceptance Model (TAM), and several theories of integrating trust to the TAM. Trust has been applied to website usability, to perceived risk from computer viruses, to e-Commerce risk in online banking, and consideration for the fear of what we still do not know. This provides us with a basis for which we can understand the affect of trust on information systems and technology adoption. Next I address the issue of insider threat, which has strong components of trust, information sharing, technology adoption, and is an emerging threat to government and private industry.
Insider Threat

To this point we have discussed enabling trust in online information systems, and establishing trust in online relationships. But we have not considered the issue of trust when we have a malicious insider on our network. This is an individual who already has our trust, we possibly know them or they may have gone through extensive background checks to assure their trustworthiness. With such extensive controls and personal relationships, one would assume that trust does not need to be a factor, as it is inherently assumed in this “trusted” situation. Unfortunately, that is precisely the center of the problem addressed in insider threats. Malicious insiders meet the criteria required for trust, they are capable, they are benevolent, and they have integrity. (Chopra & Wallace, 2003) This closely follows the model of interpersonal trust, as trust towards the insider is very similar in both online and offline worlds. This makes identification difficult for malicious insiders with information systems, but also raises the necessity for application. 
This is the purpose of this next section, to discuss the threats posed by insiders, such as IT sabotage, espionage, and fraud. This has previously been discussed as it relates to confidence in online relationships, and the influence of insider threat in online relationships. (Corritore, Kracher, & Wiedenbeck, 2003) Rather than review insider threat stories and analyze case studies, which has been performed extensively in previous works, this section reviews models and concepts about tracking and understanding insider threat, from criminal profiling to modeling malicious actions. 

Behavioral research and profiling

Eric Shaw provides a solid foundational overview of current behavioral theories and concepts in insider threat research. Shaw notes that, until recently, little behavioral research has been conducted on insider threat subjects, activities, and investigation techniques such as behavior profiling. Shaw addresses this by breaking this paper into two main profiling sections, inductive profiling and deductive profiling. Inductive profiling is based on using specific facts to reach generalizations about a subject group. Deductive profiling is based on using general group information to formulate specific subject characteristics. (Shaw, 2006, p. 25) Inductive profiling examines the “who, what, where, when, and why” of insider attacks, while deductive profiling examine case studies to formulate characteristics of an unknown individual.

Inductive Profiling

Shaw uses empirical research to describe inductive profiling. Shaw uses two sources to provide empirical evidence, the Secret Service/Carnegie Mellon University Software Engineering Institute (SS/CMUSEI) Studies, and the Defense Personnel security Research Center (PERSEREC) Studies. The SS/CMUSEI studies identify a number of violations of business rules and policies rather than technically sophisticated attacks. This contrasts to other studies that propose using technical sophistication to gauge insider attack probability. (Magklaras & Furnell, 2005) In the SS/CMUSEI studies, 81% of the attacks were planned in advance, and 85% of this planning was known to someone other than the insider, such as friends, family, coworkers, and beneficiaries. While revenge was a common motivator, most of the attackers were motivated by financial gain, with 21% of the subjects in financial hardship at the time. Thirty-three percent of insiders were judged as “difficult” by managers, and 19% classified as “disgruntled”. While little consistency existed in how insider attacks were detected (some by customers, some by non-security personnel, some through system failures), system logs helped to identify the insider in 74% of cases. 

The PERSEREC studies focused on fewer cases than the SS/CMUSEI studies, 10 case studies instead of 23. These studies focused on how the attacker operated inside the work environment before the attack. Attackers came from diverse locations within the organization, from help desk to CTO. Most attackers demonstrated stress and employment problems before the incident, and most attacked remotely after termination. There were windows of opportunity for managers to intervene and prevent the attacks, though most were not handled properly and provoked the attacker. Half the attackers had an unusual amount of unfettered access to the information systems they attacked, and most organizations were in a period of organizational stress, due to financial issues, downsizing, or reorganizing. Have the attackers had prior legal records for hacking that were not detected when hired, and most took advantage of weaknesses in security policies and procedures. For example, there were frequent failures of post-termination security procedures.

These two studies identify distinct groups of insiders who differ by motivation. The SS/CMUSEI study primarily focuses on financially motivated attackers with little technical expertise, while the PERSEREC study focuses on disgruntled employees motivated by revenge with more technical expertise. However, when compared there are several characteristics that emerge as evident in both studies. Common characteristics include previous legal or behavioral problems, and tend to be disgruntled before entering or during employment. Management will usually intervene due to the disgruntlement, which offends the attacker and they begin to plan their attack. The attacks usually involve remote access, and usually remain undetected until after their attack causes some level of damage.

Shaw cites researchers that have identified other typologies, such as Nykodym et al. (2005) who divided computer criminals by attack type, such as spies, saboteurs, thieves, and net abusers. (Nykodym, 2005) In other cases, Shaw and Fischer (2005) discovered evidence of hackers, proprietors, and avengers, but did not discover explorers, samaritans, machiavellians, moles, or thieves. This may have been due to a reduced sample size, but it demonstrates that a clear typology to describe insider attackers is not yet clearly identified or agreed upon. 

The authors cite several characteristics of individuals who tend to execute internal attacks, which include: (Shaw, 2006)
· Serious promotional or personal setbacks

· Previous computer misuse

· Disabling organizational security devices

· Disregard for security protocols

· Self-esteem issues, a “high maintenance employee”

· Personnel conflicts

· Anger

· Lack of inhibitions about retaliation or revenge

The authors describe proprietors as those who feel they “own” the system, and are will defend their territory, which they perceive to be as their control over the system. (Shaw & Fischer, 2005) This lack of understanding and scope may indicate a need for additional training and oversight of individuals who demonstrate these characteristics or are placed in these positions of responsibility. Unfortunately, these individuals often appear hard-working, skilled, and responsive, which gives them leverage and political power of protection over they systems in regard to other managers. Often they will resist attempts to regain political control, such as training other staff members or granting access to their system. (Shaw, 2006) This is particularly true when the insider feels threatened by management changes. Finally, one common characteristic is the insider will often over-estimate their technical prowess, and underestimate the ability of others to salvage or regain control of the disrupted system.

Next the author discusses a set of characteristics that define the attacker, including demographics, personal characteristics, approach to risk, planned or impulsive attacks, and personal history and traits. (Shaw, 2006) The less technical, financially motivated attackers were 58% male, while the more technical, revenge motivated attacks consisted of 96% male. Also interesting, the approach to risk appears to differ based on the attackers objectives. The authors point out this is a strong argument for a professional mole entering the position with this intent, however the SS/CMUSEI data demonstrates that multiple individuals often knew about the insider’s intention before any malicious activity occurred. In fact, 97% of attackers had come to the attention of coworkers, supervisors, and/or subordinates before any attack occurred. (Shaw, 2006) 

Interestingly, the SS/CMUSEI data shows 85% of financial attackers and 62% of saboteurs performed significant planning before their attack. (Shaw, 2006) Shaw and Fischer (2005) discovered that 55% of their subjects planned their attacks before termination, and 60% of those subjects had continuing management conflicts. This data supports the need for additional exit procedures and assurance protocols are followed when terminating employees. 

Finally, the author cites several examples of personal characteristics, those identifies these are circumstantial character traits and not complete profiles. Attackers had a history of negative social experiences, they lacked social skills, they had a sense of entitlement, and they had ethical flexibility. (Shaw, 2006) The authors devalued the importance of these characteristics alone to act as screening traits, though they did suggest that when combined with other risk factors, they contribute to a “critical pathway” to committing insider attacks. 

Deductive profiling methods

The author provides an argument for deductive profiling, where cases are studied to from a general foundation, and specific characteristics are identified to describe an attacker profile. As this is still a new field of study, no strong data supports a correct mechanism for assessment. The author proposes analysis through a remote assessment and content analysis, performed so as to not disturb or alert the subject to their study. (Shaw, 2006) One of the first mechanisms is to study the information sent by an insider to the organization voluntarily, such as threatening messages. Comparing “markers” in the communication, such as are messages from an individual or a group, may help to identify the number of authors. These include the use of personal pronouns, lack of negatives, qualifiers, judgments, and rhetorical questions. (Shaw, 2006)
The author clearly states that a psychological profiling technique is beyond the scope of their work, but do state that it can be broken down into two broad categories, quantitative and qualitative assessments. Quantitative assessments may be helpful in studying markers to determine a profile and decision making process. Qualitative assessments refer to creating clinical psychological assessments based on personal documents and writings. 
Criminal Profiling

In this paper, Nick Nykodym and other authors use criminal profiling to begin a discussion of addressing insider threat. However, this discussion does not address insider threat in-depth, but focuses on the criminal aspects of profiling. The authors’ hypothesis is that an individual committing a crime in cyberspace can fit a certain profile, in the same what that regular criminals fit a profile. This research is applicable for organizations which may have employees who fit these profiles, and have a possibility of criminal intent. 

The authors identify four stages of Behavioral Evidence Analysis in conventional crime analysis, and compare that to cyber crime analysis. 

1. Equivocal Forensic Analysis – A traditional criminal scene has physical evidence that is easy for any gumshoe to identify. Broken locks, jimmied doors, and fingerprints leave evidence that all detectives are trained to discover. However, cyber crime leaves little physical evidence, and technical evidence requires special tools and techniques to not only identify, but construct the evidence in a format that will be useful for a profile. 

2. Victimology – Detectives create a profile of the victim. This may be an individual or an organization, but once identified creating the profile is relatively similar.

3. Scene Characteristics – Detectives identify the time and place of an incident. This is more difficult in cyber crimes, does it take place on the client or the server? Over time or at one particular instant? These questions must be answered and require technical understanding of the incident.

4. Offender Characteristics – Creating a criminal profile is the main topic of this article, and a difficult task as it is relatively new to the world of criminology. Traditional law enforcement often finds itself in a complex situation when trying to profile a cyber criminal.

(Nykodym, 2005, p. 266)
Finally, the authors apply the cyber criminal profiles to insiders. They identify four main categories of insider attacks: espionage, theft, sabotage, and personal abuse. Spies conduct espionage, and may have been placed in an organization intentionally. Saboteurs are similar to spies, as both require knowledge about IT, but may have very different motives. The Spy may be hired by a competitor, while a saboteur may be motivated by greed or revenge. Similarly, the thief is motivated only by financial gain, either personally or for their employer. Finally, the most common type of cyber crime is net abuse, such as using corporate resources for personal use. This may include online gambling or just surfing the internet. Though net abuse may not have a large, direct monetary impact, it does reduce overall effectiveness in an organization. (Nykodym, 2005, p. 267)
Insider Threat modeled with System Dynamics

A research team from Carnegie Mellon (Band et al., 2006) uses System Dynamics as a mechanism to model insider threats. System dynamics allowed the working group to establish a framework of insider threat activities, and use it as both a talking point and a mechanism to resume conversation over distances and time. System Dynamics also allows management to address and solve particularly difficult management challenges, where previously best efforts often exacerbated the problem. Two classic examples are low-nicotine cigarettes that result in smokers taking longer drags, and dams that resulted in additional flooding and levy breaks. (Band et al., 2006, p. 7) The same theory applies for insider threat, where tighter controls or employee termination may solve the immediate problem, but set up the situation for additional damage in the future. 

One of the key findings of this study was the strong parallels in commonalities between saboteurs and spies. These included:

1. Personal predisposition and stressful events contributed to their likelihood to act, 

2. They both had concerning behavior and technical actions prior to the incident, 

3. The organization failed to detect their rule violations, and

4. The organizations physical and electronic controls were insufficient. 

The authors also conclude that IT sabotage and espionage are not two separate categories of crime, but different variants with many commonalities. While the original intent was to create two models, one for IT sabotage and one for espionage, the modeling team discovered a third model was necessary to capture the many paralleled similarities, called the “Abstracted Common Model”. (Band et al., 2006, p. 9)
The authors identify multiple characteristics of insider threats, and provide recommendations to reduce the likelihood of an insider threat attack. These are captured in six “observations”, which detail the common characteristics of insider attacks. These characteristics tend to occur in the order listed, and include: 1. personal predisposition, 2. stressful events; 3. concerning behavior; 4. technical activity; 5. failure of an organization to detect rule violations; and 6. lack of physical or electronic access controls. Personal predispositions can act upon stressful events, resulting in concerning behavior which results in malicious or suspicious technical activity. This is followed by a failure to detect the rule violation. Finally, a lack of physical or electronic controls enables the action on the organization. (Band et al., 2006)
The progression through the six observations provides several interesting insights. For example, one of the key findings from the Hanssen case was the ACS (Automated Case System) had such high complexity that agents did not use the build in security controls to restrict access. If the system was easier to use, it would have been easier for agents to restrict access and reduce the possibility of espionage. (Band et al., 2006, p. 29)
The authors propose a number of policy recommendations for organizations to implement. These include data management, with additional controls on information distribution. Also, management training should identify traits of insider threat and at-risk activities. Security awareness training should also educate other employees and coworkers to be on the lookout of suspicious behavior. Employee auditing and monitoring can be increased when employees experience a particularly stressful event. Additional human resources policies may look for additional rule violations or other triggers to activate a more thorough background check. Access controls should be configured to optimally control system administrator and privileged user accounts, as those are the accounts most often used as attack vectors. Technical actions may prevent or detect espionage and sabotage, such as increased auditing and monitoring. Termination policies specifically must include disabling access, and consider disabling access to high-risk individuals before they are terminated.

It is important to note the system dynamics model can not be used to predict exact outcomes, but it can be used to provide imprecise projections. This can be combined with other discussion around insider threat prevention, and enterprise trust, to grow the system dynamic model.

One recommendation from system dynamics is that better defense comes through proactive security, and to limit wide-spread monitoring targeting suspicious insiders. Implementing stronger security controls across the organization may disrupt the organizational mission, causing more harm than good. In addition, organizations may consider capturing additional data to understand how current organizational policies, both technical and non-technical, impact the risk of insider threat and espionage. 

Insider threat modeled with vulnerability factors

Eric Shaw and Lynn Fisher provide a review of 10 case studies of individuals who for a number of reasons chose to lash out at their employer through an electronic weapon, and attempt to damage their employer. (Shaw & Fischer, 2005) The review of vulnerability factors comes from non-DoD employers, in an attempt to apply this research to more than just military cases. 
Though this report focuses on human vulnerability factors, it also provides consideration for technical security controls. However, the authors are quick to point out that 9 out of the 10 insiders studied used some mechanism to circumvent operational security, including computer security controls. The conclusion is that the sophistication of these attacks indicates the malicious insiders would have the skills, knowledge, and privileges necessary to circumvent most technical security controls. (Shaw & Fischer, 2005, p. 14) 
The authors point out that when subcontracted personnel are hired to administer unclassified but critical government systems, not much is known about their background and their ability to hold a position of trust. As a result, these individuals may be more prone to insider attacks.

Several predisposing traits that may contribute to the increased risk of insider threat:

1. A history of negative social and personal experiences.

2. Lack of social skills and a propensity for social isolation. The lack of social skills increases the odds of malicious activities when communication breaks down and the insider is unable to communicate their frustrations.

3. A sense of entitlement

4. Ethical Flexibility

(Shaw & Fischer, 2005, p. 31)
These are shown in Figure 7, where these predisposing traits can influence vulnerability factors, which lead the malicious insider towards a malicious act.

[image: image9.png]Predisposing Traits Vulnerability Factors

Negative Social and Vulnerability
Personal Experience N to Frustration
Anger at Authority ‘

Reduced Likelihood

Social Isolation and —  of Effective Coping

Relative Lack of Social
Skills {

Vulnerability to

Loneliness, Social Showboating,
Naiveté and ———— Exploitation
Need to Impress Others and Manipulation

}
Reduced Inhibitions for
Ethical “Flexibility,” Reduced —————— Committing Damaging
Loyalty, Feelings of Entitlement Act
and Lack of Empathy |

R

Figure 3 Effects of Personal Risk Factors in the Workplace.





Figure 7. (Shaw & Fischer, 2005)
The Trust Trap

The Trust Trap is a concept pioneered by a research team lead by Carnegie Mellon, and directly relates to our previous discussion of trust and information systems. (Anderson et al., 2004) This document is an overview of a workshop titled “System Dynamics Modeling for Information Security: An Invitational Group Modeling Workshop” at Software Engineering Institute, Carnegie Mellon University. This workshop addressed system dynamic maps pertaining to the insider cyber-threat problem and described the main ideas behind the research. 

Many of the concepts captured in this workshop were later readdressed in additional works from Carnegie Mellon. However, one specific component is called out that has specific merit to this insider threat research. This is the “Trust Trap”, a state of which the trusted user and the organization fall into a false sense of security. This is the state most common for espionage or cyber threat attacks to take place, as the attacker feels most comfortable.

Good managers know that a comfortable and safe work environment will yield productive work results. The challenge is to meet this need while monitoring employee work activity at an acceptable level. This varies through organizations based on multiple factors such as ethnic culture, corporate culture, background, work history, work sector, and so on. In this balance managers must choose how much detection capability is appropriate: too much may make employees uncomfortable and even push them to commit the acts you try to prevent, while too little will provide reduced visibility and allow malicious insiders to act undetected. The trust trap specifically deals with the cyclical property of trust, that as no events are detected, more trust is provided, until an event occurs to reduce that level of trust, usually to the detriment of the organization.
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Figure 8. (Anderson et al., 2004)
The Trust Trap is shown in R2 of Figure 8, and is further defined by the conference as:

H2—Trust Trap. Over time, trust can disable an organization’s compromise detection capability, leading to fewer detected precursor events and increasing violations of best practices. In turn, fewer detected events can reinforce the (perhaps erroneous) conclusion that compromise detection is not needed and can increase managerial perception that high trust in employees is warranted. (Anderson et al., 2004, p. 23)
The importance of trust is recognized in the business world, as employees work to ingratiate themselves with employers, and vice versa. This is a social exchange perspective, where employers attempt to increase trust and reap the benefit of enhanced work ethic or quality. 

From the organization’s perspective, close and accurate monitoring is always preferable to trust. However, monitoring is a difficult activity to perform completely and accurately. Take for example Intrusion Detection Systems (IDS), they can only address a small part of the possible threats, and only on a small segment of the network. However, a small notice on an IDS may be indicative of a much larger attack. 
Insider threat in a collaboration environment
In this paper Majchrazak, et al. propose a knowledge worker-centric model that evaluates the decisions a knowledge worker makes throughout their day about what information is shared with whom and why. (2004) The increase in collaborative workspaces has increased the number of times this decision must be made on a daily basis, and this increased knowledge sharing can result in an increased number of data compromises and unauthorized disclosures, called “security breaches” for the purpose of this article.
The authors propose the individuals make information sharing decisions based on five pre-defined factors: (Majchrzak & Jarvenpaa, 2004)
1. Relative Social Resources, such as a desire for personal, social, or friendship support.

2. Trust, and the level of trust in the relationship affects the amount and mechanism of information shared.

3. Knowledge Ownership, and the ambiguity of who owns the knowledge confuses who may have the right to give it away (or not give it away).

4. Psychological Safety refers to the comfort level of making mistakes, granting permission to make mistakes or reveal gaps in knowledge, which enables actors to take bigger risks.

5. Perceived Value of Knowledge applies to both giver and receiver, to whom the knowledge value may vary a great deal. However, this perception will guide how strongly sharing is encouraged or discouraged. 

The article concludes how many collaborative processes are also emergent processes, the time and location of collaboration or information sharing may not be known, and productivity will be impacted if barriers for information sharing restrict the free flow of communication. The authors argue that current information security approaches are not appropriate, because they do not account for emergent collaboration and information sharing. They provide the example of a defense contractor, formerly owned by a United Sates firm, which was sold to a foreign company. Sharing the information after the purchase would violate federal regulations for arms exports, and the collaboration was now illegal. However, the employees and their physical location had not changed, and this was difficult for engineers to comprehend. (Majchrzak & Jarvenpaa, 2004, p. 42)
Conclusion
In this Depth Component we have expanded on the topic of trust initially addressed in the Breadth Component, applying it specifically to information systems. This includes a framework for online trust, the Technology Acceptance Model (TAM) and other technology adoption models, and extensions to the TAM model to address trust. Then I addressed insider threat, which directly relates to online and offline trust, as Chopra & Wallace discuss the similarity between online and offline interpersonal trust. (2003) This recognizes the relationship between trust, technology adoption, and insider threat. The main focus of this article is that insider threat is directly related to trust and technology adoption, but has not been clearly explored. For example, no evidence was found that the existence of insider threats inhibit technology adoption or even reduce the use of currently adopted technology. Technology that can be used to reduce insider threat, such as auditing and logging, roles based access controls, and continuous monitoring are not in place to effectively mitigate insider threats. As many of the controls are humanistic and behavioral, technical controls are less likely to detect the potential for malicious insider activity. The best mechanism for reducing insider threat is awareness and education of both the risk and of technical controls in place, making use of the technology acceptance model.
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