Verus: Verifying Rust Programs using Linear Ghost Types

ANDREA LATTUADA", VMware Research, Switzerland
TRAVIS HANCE, Carnegie Mellon University, USA
CHANHEE CHO, Carnegie Mellon University, USA
MATTHIAS BRUN, ETH Zurich, Switzerland

ISITHA SUBASINGHET, UNSW Sydney, Australia

Yl ZHOU, Carnegie Mellon University, USA

JON HOWELL, VvMware Research, USA

BRYAN PARNO, Carnegie Mellon University, USA
CHRIS HAWBLITZEL, Microsoft Research, USA

The Rust programming language provides a powerful type system that checks linearity and borrowing, allowing
code to safely manipulate memory without garbage collection and making Rust ideal for developing low-level,
high-assurance systems. For such systems, formal verification can be useful to prove functional correctness
properties beyond type safety. This paper presents Verus, an SMT-based tool for formally verifying Rust
programs. With Verus, programmers express proofs and specifications using the Rust language, allowing proofs
to take advantage of Rust’s linear types and borrow checking. We show how this allows proofs to manipulate
linearly typed permissions that let Rust code safely manipulate memory, pointers, and concurrent resources.
Verus organizes proofs and specifications using a novel mode system that distinguishes specifications, which
are not checked for linearity and borrowing, from executable code and proofs, which are checked for linearity
and borrowing. We formalize Verus’ linearity, borrowing, and modes in a small lambda calculus, for which we
prove type safety and termination of specifications and proofs. We demonstrate Verus on a series of examples,
including pointer-manipulating code (an xor-based doubly linked list), code with interior mutability, and
concurrent code.

CCS Concepts: » Software and its engineering — Formal software verification.
Additional Key Words and Phrases: Rust, linear types, systems verification

ACM Reference Format:

Andrea Lattuada, Travis Hance, Chanhee Cho, Matthias Brun, Isitha Subasinghe, Yi Zhou, Jon Howell, Bryan
Parno, and Chris Hawblitzel. 2023. Verus: Verifying Rust Programs using Linear Ghost Types. Proc. ACM
Program. Lang. 7, OOPSLA1, Article 85 (April 2023), 30 pages. https://doi.org/10.1145/3586037

“Research work done mainly at ETH Zurich, Switzerland.
TResearch work done as a student at the University of Melbourne, Australia, and as a research assistant at ETH Zurich.

Authors’ addresses: Andrea Lattuada, VMware Research, Switzerland, lattuada@vmware.com; Travis Hance, Carnegie
Mellon University, USA, thance@andrew.cmu.edu; Chanhee Cho, Carnegie Mellon University, USA, chanheec@andrew.
cmu.edu; Matthias Brun, ETH Zurich, Switzerland, matthias.brun@inf.ethz.ch; Isitha Subasinghe, UNSW Sydney, Australia,
i.subasinghe@unsw.edu.au; Yi Zhou, Carnegie Mellon University, USA, yizhou5@andrew.cmu.edu; Jon Howell, VMware
Research, USA, howell@vmware.com; Bryan Parno, Carnegie Mellon University, USA, parno@cmu.edu; Chris Hawblitzel,
Microsoft Research, USA, chris.hawblitzel@microsoft.com.

This work is licensed under a Creative Commons Attribution 4.0 International License.
© 2023 Copyright held by the owner/author(s).

2475-1421/2023/4-ART85

https://doi.org/10.1145/3586037

Proc. ACM Program. Lang., Vol. 7, No. OOPSLA1, Article 85. Publication date: April 2023.



https://doi.org/10.1145/3586037
https://doi.org/10.1145/3586037
https://www.acm.org/publications/policies/artifact-review-and-badging-current
http://creativecommons.org/licenses/by/4.0/

85:2 A. Lattuada, T. Hance, C. Cho, M. Brun, I. Subasinghe, Y. Zhou, J. Howell, B. Parno, C. Hawblitzel

1 INTRODUCTION

The Rust programming language [Klabnik and Nichols 2018; Matsakis and Klock 2014] has brought
linear types into the mainstream. Rust’s sophisticated type system incorporates linear types and
borrowing, making it possible to write low-level systems code in a type-safe way without requiring
garbage collection. This makes Rust an attractive language for developing low-level software that
needs both high performance and high assurance, and Rust has gained rapid acceptance for system
programming over the last few years [Google Security Blog 2021; Vaughan-Nichols 2022].

Nevertheless, even type-safe code can still contain bugs that harm a program’s security and
reliability. Furthermore, systems programmers using Rust sometimes resort to unsafe code (via
Rust’s unsafe keyword) for programming styles that do not fit into Rust’s linearity discipline; e.g.,
it is awkward to encode doubly linked lists in Rust because the backwards links violate linearity.

Formal verification promises to prove deeper properties about Rust programs, including proper-
ties about low-level code that would otherwise require unsafe Rust features. Hence, we introduce
Verus, an SMT-based tool for verifying Rust code. SMT-based verification can help Rust overcome
the limitations of Rust’s strict typing discipline, making it possible to safely express low-level code
like doubly linked lists or safe implementations of reader-writer locks for concurrent code.

Just as importantly, we argue that Rust’s linear type system can help make SMT-based verification
easier, bringing the power of substructural logics, like concurrent separation logic [O’Hearn 2007;
Reynolds 2002], to SMT-based reasoning. In particular, we demonstrate the use of linear ghost
permissions that enable a program to take specific actions on specific resources, such as writing to a
memory location. Since the permissions are linear, they can track the evolving state of a resource in
the same way that separation logic formulas can track the state of a resource. Since the permissions
are ghost, they exist only during type checking and verification, and do not impose any overhead
on compiled executable code.

To take advantage of Rust’s type system for checking linear ghost permissions, Verus uses
Rust to express specifications and proofs, running Rust’s linearity and borrow checking on the
proofs. By using a single language for specifications, proofs, and executable code, Verus follows
in the footsteps of earlier frameworks that combine proofs and programming, such as Coq [Coq
Development Team 2022], Dafny [Leino 2010], F* [Swamy et al. 2016], and Lean [de Moura et al.
2015]. However, these systems were designed from scratch for verification, unlike Rust, which was
designed strictly as a programming language. Therefore, it is important to ensure that the subset of
Rust that Verus allows in proofs and specifications is sound as a proof language.

In particular, we need to make sure that proofs terminate and that functions used in specifi-
cations are pure, mathematical functions, whereas executable code might contain infinite loops,
be nondeterministic, or have side effects. In a language like Rust that contains recursive types,
higher-order functions, and type classes (traits), termination can be particularly subtle: without
positivity restrictions on recursive type definitions, for example, these features together can encode
nontermination. Nevertheless, we want to restrict recursive types only for specifications and proofs,
not for executable code, unlike Coq, Dafny, and Lean, which restrict all recursive types.

To enforce the distinction between specifications, proofs, and executable code, Verus introduces
a mode system that classifies all code as specification, proof, or executable, where specification
and proof code are checked for termination. All three modes of code are type checked; proof and
executable code are checked for linearity and borrowing; only executable code is compiled to
machine code. We formalize this mode system using a small Rust-inspired lambda calculus, proving
preservation and progress for all well-typed expressions and termination for all specification and
proof expressions (Section 10).
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Verus currently supports a large set of proof features and a large subset of ordinary Rust features:

e Rust’s finite range integers (132, u32, etc.) as well as infinite-range integers (int, nat) for
specifications and proofs

e recursive algebraic datatypes (structs and enums), including mutual recursion, pattern match-
ing, and pattern match guards

e mutable variables, while loops, and return statements

recursive specification functions and inductive proofs, including mutual recursion and lexi-

cographic decreases clauses

passing function arguments by borrowing (both & and &mut)

lifetime parameters on structs

generics (parametric polymorphism), with support for simple traits (type classes)

first-class functions (Rust closures) in specifications

modules with public and private definitions

preconditions, postconditions, and loop invariants

quantifiers (forall, exists, choose) with both automated and manual SMT trigger selection, as

well as integrated quantifier profiling to diagnose verification performance issues

programmer control of SMT performance by selectively hiding and revealing specification

function definitions, including control over recursive function unrolling

support for bit-vector reasoning and proof by computation

strings and characters

a library of types for specifications, including sequences, sets, and maps

low-level pointer reasoning

concurrency and state machines

Verus is also able to handle some situations that require unsafe. For example, Verus is able to
verify the use of raw pointers and unsafe cells, which can be useful for some low-level pointer
reasoning, lock implementations, and interior mutability use-cases. As we will see, Verus’ support
for linear ghost state is crucial for this support. Note though, that Verus does not attempt a full
aliasing and provenance model for Rust’s pointers; our simplified model for “raw pointers” only
handles those that point into the global heap.

Some features are still missing, notably support for separate verification of multiple crates and
functions that return mutable references. However, we believe that supporting crates and vari-
ous other Rust features is a matter of engineering, and supporting functions that return mutable
references can follow earlier research (Section 11) by Prusti [Astrauskas et al. 2022], RustHorn [Mat-
sushita et al. 2020], Creusot [Denis et al. 2022], and Aeneas [Ho and Protzenko 2022].

Regardless, this paper will not focus on all the features supported by Verus, but will instead focus
on the most novel contributions:

(1) usage of Rust’s linearity and borrow checking in proofs

(2) verification of pointer-manipulating Rust code and concurrent Rust code, based on a combi-
nation of linearity, borrowing, and SMT solving

(3) a mode system for enforcing the different properties of specs, proofs, and executable code

(4) formalization of the mode system, including checking of linearity and borrowing

The remainder of this paper introduces Verus by example (Section 2); discusses handling unsafe
code (Section 3); applies Verus to pointer-based code (including a doubly linked list, Section 4),
interior mutability (Section 5), and concurrent code (Section 6); discusses Verus’ implementation
(Section 7), user experience (Section 8), and limitations (Section 9); and presents syntax, semantics,
and proofs for a formal lambda calculus with modes, linearity, and borrowing (Section 10).
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1 #[spec] fn fibo(n: nat) -> nat { 26 #[exec] fn fibo_impl(n: u64) -> u64 {

2 decreases(n); @ 27 requires(fibo_fits_u64(n)); @

3 ifn==0{0} 28 ensures(|result: u64| result == fibo(n)); [3peq
+ else if n==1 {1} 29 S | ™) @ [

5 else { fibo(n - 2) + fibo(n - 1) } 30 if n == 0 { return 0; }

6

31 let mut prev: u64 = 0;

7 X i L i 32 let mut cur: u64 = 1;
8 #[proof] fn lemma_fibo_is_monotonic(i:nat, j:nat) { 55 let mut i: u64 = 1:

9 requires(i <= j); 34 while i <n {

10 ensures(fibo(i) <= fibo(3)); © 35 invariant([ @

11 decreases(j - 1); @ 36 0<1ig&1ic<=n,

12 37 fibo_fits_u64(n as nat),

13 if 1<283<2)|]i=3j{ 38 fibo_fits_ub4(i as nat),

14 Yelse if i == j -1 { 39 cur == fibo(i),

15 reveal_with_fuel(fibo, 2); (€ 40 prev == fibo(i as nat - 1),

16 lemma_fibo_is_monotonic(i, j - 1); ® 4,1 D;

- 42 let new_cur = cur + prev;

17} else { 43 rev = cur;

18 lemma_fibo_is_monotonic(i, j - 1); ) P - A

19 lemma_fibo_is_monotonic(i, j - 2); “ cur = new_cur;

20 ) - - ’ ’ 45 assert(prev == fibo(i as nat)); @
21 %} 46 i=1i+1;

22 47 lemma_fibo_is_monotonic(i, n); ()
23 #[spec] fn fibo_fits_u64(n: nat) -> bool { 48 }

24 fibo(n) <= u64::MAX 49 cur

25 %} 50 }

Fig. 1. A proof of correctness of a function computing the n-th Fibonacci number. We use circled letters,
similar to @, to mark points of interest in the code. The markers and indicate specification and
proof mode code respectively when it differs from the mode of the function.

2 VERUS BY EXAMPLE

This section introduces the basic features of Verus by walking through a simple example that
computes Fibonacci numbers, shown in Figure 1. The example consists of a set of functions written
in Rust. Each function is annotated with an attribute, using Rust’s #[ . . . ] attribute syntax, to
indicate whether the function is executable code (#[exec]), proof code (#[proof]), or specification
code (#[spec]). We refer to exec, proof, and spec as modes; Figure 2 summarizes the properties
of these three modes.

In Verus, specifications and proofs are simply Rust code, parsed with Rust’s parser and checked
with Rust’s type checker. This avoids the need for systems programmers to learn a separate verifi-
cation language, making verification more accessible and convenient. It also allows specifications
and proofs to take advantage of Rust’s features, such as recursive functions, arithmetic, algebraic
datatypes, pattern matching, modules, closures, traits, etc. For soundness’s sake, Verus places some
limits on the features that specifications and proofs can use. In particular, specifications must be
deterministic, and recursive spec functions and recursive proof functions must terminate.

The Verus tool, which extends the Rust compiler, erases all ghost code (all specifications and
proofs) before the code is compiled to machine code. In the example, lemma_fibo_is_monotonic,
fibo, and fibo_fits_u64 are all erased before compilation. Furthermore, the executable function
fibo_impl contains small bits of specification and proof inside its body (©®, @, @®, @, ®), and
this ghost code is also erased.

Verus encodes preconditions and postconditions as calls to Verus library functions named
requires and ensures. Postconditions may refer to the return value; for this, the ensures function
accepts a Rust closure that declares a name for the return value. (In Rust, first-class functions are
called closures and have the syntax “| . . . parameters...| body”.) The example uses a postcondi-
tion to prove that the executable function fibo_impl computes the same result as the mathematical
definition of the n'® Fibonacci number in the fibo function: the ensures clause @ establishes
this postcondition for fibo_impl. Because the return value is a bounded 64-bit unsigned integer,
fibo_impl can only accept a parameter n such that the n-th Fibonacci number fits in the type of
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the return value: this is established by the requires clause © . Note that Verus extends Rust’s type
system with two new integer types, int (mathematical integers Z), and nat (natural numbers N), so
that specifications and proofs can talk about arbitrary integers. Executable code, however, is limited
to Rust’s finite-width integer types like u64, since int and nat aren’t compilable to machine code.

To help prove the postcondition, the fibo_impl function uses a loop invariant (D) containing a list
of clauses that must be true before and after each loop iteration. Given preconditions, postconditions,
and loop invariants, Verus uses standard weakest precondition reasoning [Dijkstra 1975] to generate
a verification condition for fibo_impl. It then sends this verification condition to the Z3 SMT
solver [de Moura and Bjerner 2008].

In many cases, the SMT solver can prove the verification condition completely automatically. In
other cases, the proof may require reasoning beyond the SMT solver’s abilities. For example, to
prove the absence of 64-bit integer overflow, fibo_impl relies on the Fibonacci sequence being
monotonic, which requires an inductive proof that the SMT solver cannot generate automatically.
Instead, the programmer supplies an inductive proof in the form of a recursive proof function
(e.g., Llemma_fibo_is_monotonic). The programmer can also add explicit assertions @ that serve
as hints to the SMT solver. This style of SMT-based verification with programmer-supplied lemmas
and hints is similar to other verification systems like Boogie [Barnett et al. 2005], Dafny, and F*.

To improve verification performance, Verus strives to keep the verification condition encoding
lightweight, so that the SMT encoding of specifications is not much larger than the original
specifications written in Verus code. In particular, calls to spec functions are translated directly
into calls to SMT functions, with no additional overhead. For this reason, Verus spec functions are
total functions that do not have preconditions and postconditions. This design is similar to Boogie,
though it differs from Dafny and F*.

This design choice has a downside, since precondition failures can provide the developer with
early feedback to find errors in specification functions and in how they are used. In order to restore
that feedback, Verus introduces recommends clauses: soft preconditions for spec functions, which
Verus only considers when there is a verification error. At that point, it performs a separate check
for soft preconditions of spec functions that are mentioned in the context of the failure, and reports
failures as warnings for the developer.

Recursive spec functions and recursive proof functions are valid only if they terminate on all
inputs (otherwise, they could encode unsound circular reasoning). Verus requires that all such
functions contain a decreases clause ® @ and each recursive call must decrease the expression in
the clause. The recursive definition of the n' Fibonacci number @ in Figure 1 is legal because both
recursive calls decrease the expression n. (Verus also imposes positivity restrictions on recursive
type definitions to prevent nontermination, as discussed in Section 10.) The SMT solver may need
to unfold definitions of a recursive spec function. As in Dafny and F*, Verus uses an integer “fuel”
to control the number of unfoldings. The reveal_with_fuel ® function controls the fuel level.

2.1 Linearity, Borrowing, Spec Variables, and Proof Variables

Rust types are linear by default: unless a type implements the Rust Copy trait, values of the type
can only be moved from one variable to another, not copied. For example, the Rust Vec<T> type for
vectors is linear. The following code is illegal in Rust because it attempts to duplicate a Vec<u64>
value, returning both copies of the value in a pair:

#[exec] fn f(v: Vec<u64>) -> (Vec<u64>, Vec<u64>) {

let v1 = v;
let v2 = v; // illegal, tries to duplicate v
(vl, v2)

}

Proc. ACM Program. Lang., Vol. 7, No. OOPSLA1, Article 85. Publication date: April 2023.



85:6 A. Lattuada, T. Hance, C. Cho, M. Brun, I. Subasinghe, Y. Zhou, J. Howell, B. Parno, C. Hawblitzel

specification mode | proof mode executable mode
compiled or ghost | ghost ghost compiled
code style | purely functional | mutation allowed | mutation allowed
linearity & borrowing checking | not checked checked checked
can call specification functions | yes yes yes
can call proof functions | no yes yes
can call executable functions | no no yes
determinism | deterministic nondeterministic | nondeterministic
termination | must terminate must terminate nontermination ok
preconditions/postconditions | none requires/ensures | requires/ensures

Fig. 2. Summary of Verus’ modes and their properties.

On the other hand, Rust code can duplicate immutable references to values, as long as the scope
of the references is limited. In Rust terminology, a reference of type &T temporarily borrows from
an owned value of type T. During the borrowing, the original owned value of type T is inaccessible.
When the references go out of scope, the original owned value becomes accessible again. Rust code
can also borrow a mutable reference of type &mut T; in contrast to immutable references, mutable
references cannot be duplicated. Rust enforces the property that a value cannot be borrowed both
immutably and mutably simultaneously.

Rust contains a sophisticated “borrow checker” that checks linearity and borrowing. Similar
to Creusot [Denis et al. 2022], Verus trusts the results of Rust’s borrow checker, and does not
attempt to recheck these results in the SMT solver, since this would just slow down the SMT solving.
Because of this, Verus can rely on the properties of borrowing in its SMT encoding. For example,
Verus encodes immutably borrowed references &T and owned heap pointers (Box<T>, Re<T>, and
Arc<T>) simply as values of type T, not as pointers to locations.

Verus specifications, in contrast to ordinary Rust code, are not checked for linearity and borrow-
ing; specifications can freely copy any value of any type. This allows specifications to freely talk
about linear values, potentially mentioning a single linear variable multiple times in a precondition
or postcondition, for example. Verus code can also store nonlinear copies of linear variables inside
spec variables, declared with the attribute #[spec]:

#[exec] fn f(v: Vec<u64>) {

#[spec] let vi v; // copies v into spec variable vi
#[spec] let v2 v; // copies v into spec variable v2
assert(vl.len() == v2.len());

}

Spec variables are similar to ghost variables in Dafny or erased values in F*. However, Verus
also supports proof variables, declared as #[proof], which do not have a correspondence in Dafny
or F*. Proof variables sit midway between exec variables and spec variables: like spec variables,
they are ghost and are not compiled to machine code, but like exec variables, they are checked for
linearity. By default, variables in exec functions are exec, while variables in proof functions are
spec unless declared #[proof]. Spec functions can only use spec variables, not proof variables or
exec variables.

Since proof variables are both linear and ghost, they can represent abstract linear permissions
to perform operations, which can produce and consume the linear permissions. The next section
describes how Verus exploits this feature to verify safe low-level pointer manipulation that would,
in ordinary Rust, require unsafe code. (In fact, Verus does not support verification of code marked
with Rust’s unsafe keyword; instead, its goal is to provide safe replacements for unsafe Rust
features, based on linear ghost permissions and SMT-based verification.)
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[(declare-fun is_odd.? (Poly) Bool) ©)
(assert (=> (forall ((n@ Poly)) @
_(: (is_odd.? n@) (= (mod (%I n@) 2) 1)) (©

1 #[spec] fn is_odd(n: int) -> bool {
2 n%2==1
33}

[SINNIRTCRCY SN

5 fn swap_odd(a: &mut u64, b: &u64) { [(declare-fun reg%swap_odd. (Int Int) Bool) @
6 requires((*old(a) as int + *b as ——ef (assert (forall ((pre%a@ Int) (b@ Int))
int) < ub4::MAX && (= (reqg%swap_odd. pre%a@ b@)

~

00~

7 is_odd(xb as int)); (and
8 ensures(is_odd(*a as int) == 9 (< (+ pre%a@ b@) 18446744073709551615)
9 lis_odd(*old(a) as int)); 10 (is_odd.? (I b@))))))
10 *a = *a + *b; 1 ...
11 3 12 [(declare-fun ens%swap_odd. (Int Int Int) Bool) ®
13| (assert (forall ((pre%a@ Int) (a@ Int) (b@ Int))
14| (= (ens%swap_odd. pre%a@ a@ @ b@) (and
15 (ulnv 64 a@)
16 (= (is_odd.? (I a@)) (not (is_odd.? (I pre%a@))))))))
17 ...
13 fn main() { 18 (push)
14 let mut v = 0; “L—(declare-const v@@ Int) (declare-const v@l Int)
15 let w = 3; —20—(declare-const w@ Int)
16 swap_odd(8mut v, 8w); —————— | 21 (assert (not (h)
17 assert(is_odd(v) && is_odd(w)); 22 (=> (= veo 0) (=> (= we 3)
18 3} 23 (and
24 (req%swap_odd. ve@ we) (D) ——{ VC: swap_odd requires |
(a) Source of example 25 (=> (uInv 64 vel)
26 (=> (ens%swap_odd. v@0 v@1 w@)
27 (and (is_odd.? (I v@1)) (is_odd.? (I w@)))) @
28 NN - - -
29 (pop) | VC: assert(is_odd(v) && is_odd(w)) |

(b) SMT-LIB encoding of the verification conditions for main.

Fig. 3. A simple example program and relevant parts of its encoding in Z3. The SMTLIB encoding has been
slightly simplified to aid readability, but without compromising accuracy. In particular, we rename the
constants, and we elide the patterns chosen for quantifier instantiation in Z3 [de Moura and Bjerner 2007],
some temporary variables used to optimize the SMT encoding, and some facilities for error reporting.

2.2 Simplifying Verification Conditions with Linear Types

Potential aliasing of variable bindings in the presence of mutation complicates verification [Borgida
et al. 1995] because it requires explicitly reasoning about memory to determine the potential effects
of each program statement. Given two bindings p and g, a predicate P(p) about the data reachable
from p, and a statement S[q] which mutates one of the memory locations reachable from q, if P(p)
is true before S[q], then P(p) is guaranteed to remain true after S[q] if all the memory locations
reachable from p and q are disjoint. Verus relies on the properties enforced by Rust’s “borrow
checker” to avoid explicit memory reasoning: when encoding proof and exec function bodies
Verus treats the data associated with a uniquely-owned binding as an immutable value. Mutable
bindings are represented with single static assignment to immutable SMT constants, one after each
mutation. We discuss Verus’ encoding strategy with an example.

Figure 3 shows a simple program, and how Verus encodes it into SMT-LIB [Barrett et al. 2010],
the input to Z3. First let us dispatch some boilerplate that clutters the figure. The functions %I, I
and the sort Poly appear often. They are part of the polymorphism encoding machinery of Verus,
which is inspired by Boogie[Leino and Riimmer 2010]. Function I is a cast from Int to Poly, a Z3
sort representing a polymorphic type, and %I is a cast from Poly to Int. spec function arguments
are always Poly due to interactions with the Z3’s quantifier instantiation. uInv 64 () is a typing
invariant that restrict the SMT Int type to the range of Rust’s u64 machine type.

In SMT-LIB, functions are defined by constructing axioms (e.g. ® ) that relate their declaration
(e.g. @) to their definition (e.g. ©). Verus’ spec is designed to closely match SMT logic, enabling
the straightforward encoding of is_odd ©. Similarly, the SMT functions representing the precon-
dition and postcondition for swap_odd ( reg%swap_odd. @ and ens%swap_odd. @ respectively)
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closely match their corresponding spec-mode Verus code. The mutable reference a: &mut u64
is represented as a pair of constants, pre%a@ and a@ (®, respectively the initial and final value.
The immutable reference (b: &u64) is represented as a single constant b@. Reference types (&mut
and &) do not need special treatment thanks to the borrow checker’s guarantees: for example the
arguments a and b cannot be aliased because mutable and immutable references to the same data
cannot exist at the same time.

The last SMT-LIB fragment is the encoding of the main function and its associated verification
conditions. Like other tools, Verus encodes its proof search as a query to Z3 to find an assignment
to constants that falsifies () verification conditions: an unsat result is a proof that such assignment
does not exist, i.e. verification succeeded. The constants v@@ and v@1 represent the value of binding
v before and after the call to swap_odd, and w represents the immutable binding w. The call to
swap_odd is encoded modularly with a verification condition to check its precondition @.

Another call to ens%swap_odd. introduces its postcondition as an antecedent for all future
verification conditions in the function. Thanks to Rust’s linear type system, there is no need to
explicitly model the heap here: the two arguments to swap_odd are guaranteed to point to distinct
regions of memory. Finally, the assert is encoded as part of the verification condition (3).

3 HANDLING UNSAFE CODE SAFELY

Unsafe code can often be a sticking point for users seeking strong guarantees about their Rust
program, as it has the potential to undermine Rust’s famous memory-safety guarantees. In particular,
the Rust language guarantees that a program that does not use unsafe code must unconditionally be
memory-safe; however, when unsafe code is used, the program becomes conditionally memory-safe;
i.e., the program is only memory-safe if the program obeys certain rules when using unsafe.

Verus supports a few trusted primitives that are conditionally memory-safe in this manner. For
these cases, their correctness conditions are encoded as Verus specifications. Therefore, users can
be sure that their code is truly memory-safe (in addition to Verus’ other guarantees) as long as
Verus’ SMT verification proves that the code upholds the contracts.

As a simple example, consider the operation of indexing into a vector: one of the most ubiquitous
operations in all of software, yet also one of the most fraught for memory-safety violations. In Rust,
indexing into a vector always performs a bounds check; it is memory-safe because it will always
panic rather than access memory-out-of-bounds. On the other hand, Rust’s get_unchecked does
not perform any bounds check, and therefore it an unsafe function. That is, get_unchecked is
conditionally memory-safe because it is only safe if the user calls the function with a valid index.

We can write this condition as a Verus specification, and provide get_unchecked as a trusted
primitive function:

fn safe_get_unchecked<V>(v: &ec<V>, i: usize) -> &V {
requires @ <= i & i < v.len()

NP

}...

In the next sections, we will see some more advanced examples.

4 SAFE POINTER MANIPULATION WITH LINEAR GHOST TYPES
4.1 Low-Level Pointer Manipulation with Linear Ghost Permissions

While Rust’s reference types and borrowing rules provide a memory-safe framework for many
use cases, they are sometimes insufficiently expressive and raw pointers may be required. For
example, a doubly-linked list, where each node may be pointed to by two neighbors, violates the
unique-ownership discipline of Rust. Raw pointers are one way to work around this, although
dereferencing raw pointers in Rust requires unsafe code. Verus supports raw (heap) pointers. The
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most notable aspect of this support is that, in order to provide a specification to enforce memory
safety, we need to make use of linear ghost state.

Specifically, Verus introduces a core primitive PPtr<T> (“permissioned pointer”) as a zero-cost
alternative to raw heap pointers, along with an associated type PermData<T> (“permission plus
data”) which is to be used in proof mode, i.e., they are linear ghost objects as discussed in the
previous section. Calls to the PPtr<T> API require ownership of this ghost permission object in
order to dereference the pointer, which prevents data races and other forms of access that are
undefined behavior in Rust’s memory model.

However, the PermData<T> object does not “just” have the role of maintaining memory safety;
it also tracks the data behind the pointer. Tracking permissions and data this way lets us write
proofs in a style similar to that of separation logics. Specifically, the permissions object has two
fields. The first, perm.view() . pptr, indicates the pointer that the permission object corresponds
to, and the second, perm.view() .value, gives the data behind the pointer. The value field is an
Option<T>, where a value of Some (v) means the memory stores v, and a value of None indicates
that the memory is uninitialized. (This should not be confused for the runtime representation of an
exec-mode Option<T>, where None is a legitimate, initialized value.)

Figure 4a shows two key functions from the PPtr API: a function to write through the pointer
(write) and a function to read through it (read). Both functions require that the permission is
actually associated with the pointer being dereferenced © ® and read requires that the memory
being read from is in an initialized state ©. Meanwhile, write’s postcondition ) says that the
updated permission object contains the written value, while read’s postcondition () says that the
returned value is the value tracked via the permission. Figure 4b illustrates the usage of write and
read, together with allocation and deallocation, showing how the permission value is updated.

It is crucial that the proof-mode object PermData<T> obeys Rust’s ownership rules. For example,
Figure 4 shows how this prevents a use-after-free bug. When we free the pointer’s memory (@),
the perm variable is consumed. Thus Rust’s linearity checker would report an error if the code
attempted to read the pointer again ®), as this produces another use of perm.

Finally, observe that the safety of this API depends crucially on our ability to add preconditions
(and validate them via the prover). For example, we saw that the specification of write requires that
the permission correspond to the pointer being written through ©, and without this requirement,
it would be wildly unsound. Thus, a safe API like this is not possible to implement in vanilla Rust: in
order to be unconditionally safe, the precondition would need to be a run-time check, which would
mean the PermData object could not be ghost, and the abstraction could not be zero-cost.

4.2 Verified Example: Doubly-Linked List

Rust’s ownership model typically forces data structures to be acyclic, unless they use unsafe
code. Here, we illustrate how PPtr can be used to verify data structures that have cyclic pointer
arrangements by verifying a double-ended queue implemented with a doubly-linked list. Specifically,
we use a doubly-linked list to represent a sequence v, v1,...,0,_1, and we implement the four
operations {push, pop} x {front, back}. The ith node in the list has both a prev and next pointer
alongside a single element of the sequence, v;. The top level datatype, DList, contains head and
tail pointers, pointing to the first and last nodes, respectively. The full version (which can be
found in our supplementary materials [Lattuada et al. 2023b]) contains an additional space-saving
optimization, where each node does not store its two pointers separately, but rather, stores their
bitwise XOR.

Figure 5a shows the physical pointer structure of the list. However, the diagram does not properly
reflect a valid ownership structure because it shows each node with multiple incoming pointers.
In the Verus implementation, we include an additional field in DList: the ghost permissions
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1 fn main() {
1 impl<T: Copy> PPtr<T> { 2 // Allocate memory.
2 // Equivalent of “*ptr = v7. 3 let alloc = PPtr::<u64>::empty();
3 #[exec] pub fn write(&self, 4 // Unpack the return value into the pointer and
4 #[proof] perm: &mut PermData<v>, v: V) { the (ghost) permission
5 requires(equal(self.id(), old(perm).view(). 5  let pptr = alloc.@;
pptr)); © 6 #[proof] let mut perm = alloc.1.0;
6 ensures([ ! . ) o
7 equal (perm.view().pptr, self.id()), 8 // Initially, pptr points lto unitialized memory,
3 equal(perm.view().value, Option::Some(v)) and the “perm” proof-object represents that as
’ ! the value ~None.
9 1 9 assert(equal(perm.view().pptr, pptr.id()));
10 ’ 10 assert(equal(perm.view().value, Option::None));
e 11
ii 3 12 // We can write a value through the pptr (thus

initializing the memory).

13 // Read through the pointer and return the 13 pptr.write(&mut perm, 5);

value. Requires the memory to be

initialized. . . R .
14 #lexec] pub fn read(aself, 15 // Having \{vrlFten the vialue, this is reflected in
15 #[proof] perm: &PermData<V>) -> V { the permission object:

J H - 3 3 . .
16 requires([ 1(7) assert(equal(perm.view().value, Option::Some(5)));
17 equal(self.id(), perm.view().pptr), @ 18 // We can now read it:

18 perm.view().value.is_Some() 1); @ 19 let x = pptr.read(&perm);

19 ensures(|v: V| equal(Option::Some(v), 20 assert(x == 5);

20 perm.view().value)); () 21

21 22 // Free the memory:
22 23 pptr.free(perm); (Q)
23 3} 24

25 // This would error as “perm” was just consumed

(a) Selected functions from the PPtr<T> API, a core 26 // let z = pptr.read(gperm); ®

Verus primitive.
(b) Example usage of PPtr<T>

Fig. 4. The PPtr<T> APl and an example usage. Though the two functions shown here require T: Copy, this
is not a general restriction on the PPtr library.
— ittt 1
[prev: null next:p; value: vy ] 0:ipo - [pre‘" null next: py _value: vo ]:
I i I e —— 1
[prev: po next:p, value:v, head: p, 1t yp» [prev:pg next:p; value:v, ]:
T tail: pp1 Soommmmmmm . Tt
. I permissions: ... .
head: p, tail: p,1 : .
. (Tt —— -3 1
t 1 n-2: : p, P [prev: Pn3 next:p,; value:v,, ]'
| N EETEree e g
[ prev: p,3 next: Pna value: Vn2 (T - 1
T i n-1: : p; P [prev: Pna2 next:null value: v, ]'

|
— [prev: Pna next:null value: v,,,l]

(b) Ownership structure of a Verus doubly-linked list,

(a) Physical pointer structure of a doubly-linked list. ~ which includes ghost state.

Fig. 5. Doubly-linked lists. The dashed boxes are ghost, proof-mode PermData objects.

field, which maintains permissions for every node in the doubly-linked list via a simple “flattened”
structure, as in Figure 5b. Specifically, for each i € {0,...,n — 1}, we maintain a PermData object
that maps pointer p; to the value it points to: the content of ith node, which contains v; and the
appropriate pointers, prev as p;_; and next as p;.1. To traverse the doubly-linked list, a user may
use head to determine p, dereference p, using the 0th permission object, find p;, and so on. In
other words, we ghostily track the entire state of the list, but to get the same data in exec-mode, we
need to actually walk the pointers.

Figure 6 shows a snippet of the API. The spec-mode view() function provides an abstraction
of the list as a simple sequence vy, v1, . . ., v5—1. The specifications of the exec-mode API functions
are all given in terms of this abstraction. For example, the postcondition of DList: :new() says
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| struct Node<v> 1 impl<V> DList<V> {

2 struc . 8 i. <I§’Pt <Node<V>>> 2 #[spec] fn prev_of(&self, i: nat)

< prev: dptionertirerode ' 3 -> Option<PPtr<Node<V>>> {

3 next: Option<PPtr<Node<V>>>, 4 ifi==o0{

:1 value: V, 5 None

Z 3 6 } else {

5 . . . A

7 struct DList<V> { 4 ) Some(self.ptrs.index(i as int - 1))
8 #[spec] ptrs: Seq<PPtr<Node<V>>>, ; 3

9  #[proof] perms: Map<nat, PermData<Node<V>>>,
10 #[exec] head: Option<PPtr<Node<V>>>,

11 # fl t_of 1f, i: nat
11 #[exec] tail: Option<PPtr<Node<V>>>, [spec] fn next_of(&self, i: nat)

12 12 -> Option<PPtr<Node<V>>> {
o 13 if i + 1 == self.ptrs.len() {
14 impl<v> DList<V> { if ) Zigz .
15 #[spec] fn view(&self) -> Seq<V> { /* ... %/ } l;) Some(self.ptrs.index(i as int + 1))
16 - . :
17 #[exec] fn new() -> Self { i; } }
18 ensures(|s: Self| s.well_formed(), 1;
19 8& s.view().len() == 0); 20 #[spec] fn wf_perm(&self, i: nat) -> bool { (W
20 Ixow 21 self.perms.dom().contains(i) (@
Z)l } 22 && equal(self.perms.index(i).view().pptr,
o . 23 self.ptrs.index(i as int).id()) (©
2)) #[execq fn push_back(&nut self, v: V) { 24 && match self.perms.index(i).view().value {
24 requires(old(self).well_formed()); 95 Some(node) => ®
25 ensures(self.well_formed() && @ 2; :
X . equal(node.prev, self.prev_of(i)) &&
26 equal(self.view(), old(self).view().push(v)) 2;, egualgnode.ﬁext, self.zext_ofgiig,
. )3 28 None => false,
27 /x L%/ 29
28} 3
9 30 )
. - 31
30 /* push_front, pop_back, pop_front similar */ 39 #[spec] fn well_formed(&self) -> bool { @
31 - -
39 ) 33 (if self.ptrs.len() !'= 0 {
33 fn main() { 34 &&e%al(self.head, Some (self.ptrs.index(0)))
34 let mut t = DList::<u32>::new();
35  t.push_back(2); // 2 35 equal(self.tail, Some(self.ptrs.index(self.
36 t.push_back(3); // 2, 3 ‘ ptrs.len() as int - 1)))
37 t.push_front(1); // 1, 2, 3 36 } else {
38 let x = t.pop_back(); // returns 3 37 equal(self.he{ad, None) && (3
39  let y = t.pop_front(); // returns 1 38 equal(self.tail, None)
40 let z = t.pop_front(); // returns 2 39 » ) ) ) )
41 assert(x == 3); 40 && forall(|i: nat| imply(@ <= i && i < self.
42 assert(y == 1); ptrs.len(), self.wf_perm(i))) @
43 assert(z == 2); 41 }
44 3} 42 3}

(a) Definition of the DList struct for the doubly-  (b) Definition of well_formed, used internally by
linked list example, along with the double-ended the DList implementation to prove correctness of
queue API, and example usage. push_back and others.

Fig. 6. Doubly-linked list example

that the list represents the empty sequence, while the postcondition of DList: :push_front(v)
says that v is appended to the end of the sequence. The remaining three API functions (push_back,
pop_front, and pop_back) are similar.

The exec implementations are too involved to show here, so instead we show the definition of
the spec-mode predicate well_formed (9, i.e., the invariant that holds on DList<T> and which
each operation must preserve. This definition says that @ the head and tail pointers are the
first and last, respectively (unless the list is empty, in which case @ they are both None). Finally,
the forall @ says that for each 0 < i < n, wf_perm(i) holds; i.e., the ith permission is correct.
The definition of wf_perm(i) @ says that the permission is in our perms map @, the permission
corresponds to p; ©, and that the prev and next fields of the node have the correct values ).
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1 struct InvCell<T> { /* ... %/ }
? A 17 // Write to the cell and return the old value.
: lm';} \}Jg\llgii:;:dgess of the InvCell 18 filexec] pub fn replace(8self, val: T) =T {
5 #[spec] pub fn wf(aself) > bool; 19 requires(self.wf() && self.inv(val));
;) ’ 20 ensures(|old_val: T| self.inv(old_val));
7 // Boolean predicate indicating the values fi r% %
allowed to be stored. ;,5 3
f’; #[spec] pub fn inv(&self, val: T) -> bool; 24 // Read the current value of the cell.
10 // Construct a new InvCell, with initial value Zﬁ #[eﬁed pl_’b fn get(&self) > T
“val® and invariant given by “f. ;? c where T: Copy
11 #[exec] pub fn new(val: T, #[spec] f: impl Fn(T o .
-> boZI) > Self(" { P P ™ 28 requires(self.wf());
12 requires(f(val)); 29 ensures(|val: T| self.inv(val)); ®
13 ensures(|cell: Self| cell.wf() & forall(|t: T 30 AT
| £(t) == cell.inv(t))); 31
14 VAT V4 32}
15 }

Fig. 7. APl and specification for InvCell<T>.

5 SUPPORTING INTERIOR MUTABILITY

Interior mutability is a Rust pattern in which the contents (the “interior”) of a datatype X may be
modified even when it is shared via a reference type &X. Since & is supposed to be an “immutable”
reference, interior mutability appears to be at odds with the core tenets of Rust’s type system,
and in fact interior mutability is only sound when restricted appropriately. Rust’s standard library
provides a handful of types with interior mutability, e.g., Cell, RefCell, RwLock, each of which
provides a different set of restrictions and characteristics. For example, Cell may not be shared
across threads, while RwLock is thread-safe but incurs all the costs of being a lock. The most flexible
Rust datatype supporting interior mutability is the UnsafeCell, upon which the aforementioned
types are implemented. Since UnsafeCell has no restrictions, it is—as the name implies—not safe
in general, and implementations that use it must take great care.

Providing safe and correct versions of such types in Verus is challenging, since in our SMT
encoding, values of type &T are always treated as immutable. Therefore, to handle any Cell-like
datatypes, our SMT representation of &Ce11<T> cannot include an encoding of its mutable “interior”
T. How, then, are we able to verify programs that require reasoning about this interior?

There are two broad classes of strategies a Verus developer can use:

(1) Use linear ghost state to represent the contents of a cell, similar to the way linear ghost state
represents the value pointed to by a pointer.

(2) Avoid “keeping track of” the interior value entirely. Instead, when the interior value is read,
model the result as being effectively nondeterministic, potentially using invariants to restrict
the set of values that can be stored in the interior.

Verus provides primitives and additional verified libraries supporting both styles, which the user
can mix-and-match as needed.

The first strategy is the one used by our primitive PCell (“permissioned Cell”). In the same way
that PPtr is our safe alternative to Rust’s raw pointers, PCell is our safe alternative to UnsafeCell.
PCell uses a ghost permission mechanism with a similar API and specification to PPtr, allowing
us to track the interior value on the permission object.

The second strategy is exemplified by the type InvCell of Verus’ standard library (Figure 7),
which provides a Cell-like interface and allows the user to specify an invariant as a boolean
predicate on values. Whenever they write to the cell, they must prove the written value satisfies
the invariant (5, and when they read from it, they obtain an arbitrary value that they can assume
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1 #[exec] fn memoized_computation(
cell: &InvCell<Option<u64>>) -> u64 {

)
1 #[spec] fn expected_result() -> u64 { /x ... */ } : requires(cell_is_valid(xcell));
5 #[exec] fn computation() -> u6d { é ensures(|res: u64| res == expected_result());
! ensures(|res: u64| res == expected_result()); @ ’(7 match cell.get() {
‘(’ [x 7 Option::Some(res) => res,
? } 8 Option::None => {
‘ ; : 9 = i .
8 #[spec] fn cell_value_inv(v: Option<u64>) -> bool { 10 i:;lriz laEnguE?E;@gﬁwe(res))-
9 equal(v, Option::Some(expected_result())) 11 res -rep P o ’
10 || equal(v, Option::None) (V) 1 3 @
11 3} 5
12 )
14 3}

13 #[spec] fn cell_is_valid( -
14 cell: InvCell<Option<u64>>) -> bool {

15 cell.wf()

16 && forall(|v| (#[trigger] cell.inv(v) ==

17 cell_value_inv(Vv)))

18 3}

19

20 #[exec] fn init_cell() -> InvCell<Option<u64>> {
21 ensures(|c| cell_is_valid(c));

22 InvCell::new(Option::None,

23 [v: Option<u64>| cell_value_inv(v)) W)

24 3}

16 struct Client<'a> {
17 cell: &'a InvCell<Option<u64>>,
18 )

20 fn main() {

21 let ¢ = init_cell();

22 let clientl = Client { cell: &c };

23 let client2 = Client { cell: &c };

24 let x = memoized_computation(&clientl.cell);
25 let y = memoized_computation(&client2.cell);
26 assert(x ==y);

Fig. 8. Memoization example built on top of InvCell.

satisfies it (7). We first illustrate how this can be useful in our next section, and then we discuss
how InvCell is itself verified in terms of lower-level invariant primitives.

5.1 Verified Example: Memoized Function Calls

Memoization is an optimization technique whereby a user saves time by storing the result of
a computation the first time it is invoked; on future invocations, they use the stored value. Here,
we show how to memoize a function call computation(). In Figure 8 we use a function that
takes 0 arguments for simplicity, so there is only a single value to memoize; in our supplementary
materials [Lattuada et al. 2023b], we provide a slightly more complex example that memoizes a
single-argument function computation(i).

To set up the problem, we assume that computation() has a postcondition @ ensuring that its
result is equal to some desired (spec-mode) value, expected_result(). (This is similar to the setup
of fibo_impl and fibo from earlier.) The aim is to construct a function memoized_computation
that also returns expected_result(). To keep the problem interesting, we also insist that it be
possible to share the “result store” across potentially many clients. As such, we need to use a shared
reference type &; however, a given update invocation might need to update the result store, which
requires mutability. Therefore, we need to use some form of interior mutability.

In our approach, we use an InvCell with a simple invariant on the data held by the cell. When
initializing the cell @, we specify the data invariant as a (spec-mode) boolean predicate on the
interior values; here, we set it to the function cell_value_inv, defined at @ . The resulting property
of the cell is expressed as in cel1l_is_valid. This definition says that the value is valid if and only
if the stored value is either None (not yet computed) or contains the correct answer.

To implement memoized_computation, we first read from the cell; if the value we get is Some,
then we return the value immediately ® (as we can assume it satisfies the invariant we just
specified). Otherwise, we perform the computation, store it in the cell, and return it ).

Finally, in main, we show that we can create multiple “clients,” sharing a reference to the cell,
and use them to call memoized_computation.
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5.2 Invariant Primitives and InvCell Verification

Just as Rust’s standard library implements Cell via UnsafeCell, in Verus we can implement and
verify InvCell via our UnsafeCell-equivalent, PCell. To do this, though, we first need to introduce
our invariant primitives.

To see what these are for, consider what happens when we try to implement InvCell<T> using
UnsafeCell<T>. From the API, we know that we need to be able to write even when we only have
access to a shared reference &I nvCell<T>, but writing to the underlying UnsafeCell<T> requires
exclusive ownership of the PermData<T> object.

Once again, we run into this problem of trying to gain exclusive ownership of something that
is shared. However, we have pushed the problem one layer down—to the ghost layer, and this is
where Verus introduces its trusted invariant primitives to escape the problem.

The two primitives are called LocalInvariant<G>and AtomicInvariant<G>.! Each one allows
the user to store a (ghost) object G; each one allows the user to perform a ghost operation called
opening the invariant, where they obtain temporary, exclusive ownership over the G. For example,
this snippet shows how the implementation of InvCell<T>: :replace temporarily gains access to
the PermData<T> object:

1 impl InvCell<T> {

2 pub fn replace(&self, val: T) -> T {

3 requires(self.wf() && self.inv(val));
1 ensures(|old_val| self.inv(old_val));

5

6 let r;

8 // Opens the invariant ~&self.perm_inv™ which has type ~Locallnvariant<PermData<T>>".

9 // Opening the invariant is a ghost operation, and it binds to the ghost variable “perm”.
10 open_local_invariant! (&self.perm_inv => perm => {

11 // The code inside, however, is executable. This is where we actually perform
12 // the write, using ownership of the ghost “perm™ object, of type “PermData<T>".

13 r = self.pcell.replace(&mut perm, val);
14 DB

15

16 r // Return the old value.

17}

18 3}

The difference between the two primitives is that LocalInvariant<G> is restricted for use on
a single thread: it does not implement Send or Sync, the traits Rust uses to mark thread-safety.
AtomicInvariant<G> is thread-safe, and it does implement these traits: however, this comes with
an additional requirement, that the invariant may only be opened for atomic operations. Since
InvCell (like Rust’s Cell) is for single-threaded use, we use LocalInvariant<V> here.

The reader might wonder what happens if we attempt to nest calls to the invariant-opening
operation, open_local_invariant. It would certainly be unsound if we could open the same
LocalInvariant<G> object twice, and obtain double-ownership of the ‘T*. Indeed, Verus generates
extra verification conditions to disallow such things by tracking which invariants are “open” at a
given time. These verification conditions are designed to be lightweight, and they have no impact
on our SMT generation for cases outside of those which use the low-level invariant APIs.

6 CONCURRENCY, USER-DEFINED LINEAR GHOST STATE, AND ATOMICS

Rust’s memory safety and ownership discipline allows our verification methodology to be sound in
the presence of multi-threading. However, verifying low-level code with fine-grained concurrency
still requires additional techniques.

One key such technique is user-defined ghost state: just as Verus provides PermData to track
memory ownership, the user can define their own ghost state to track elements of a custom

1Both these types also have additional type parameters used to specify the invariant as a boolean predicate on G.
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concurrent protocol. For defining ghost state, we primarily use a technique of prior work [Hance
et al. 2022], which suggests viewing user-defined ghost state as a “localized transition system.
In a localized transition system, the user defines state transitions that can be expressed in terms
of thread-local views of the global program state, and then proves inductive invariants on the
resulting state transition system.

The result of this construction is a collection of proof-mode (ownership-checked) ghost types
representing components of the system state, along with an API for performing operations that
manipulate the ghost objects (constructing them, dropping them, or modifying them). These
operations might require certain properties to hold of the ghost state, which can be proved from
the inductive invariants of the transition system. Finally, the programmer can manipulate these
objects like any other ghost object, e.g., putting them inside cells, invariant objects (Section 5.2),
locks, atomics, or other mechanisms.

For example, we use this technique to verify a FIFO queue using a ring buffer with atomic head
and tail pointers. At a very high level, we do this by first defining ghost state to represent the
evolution of the FIFO state. This state includes both the head and tail pointers, and as a result,
Verus gives us access to ghost objects that represent the head and tail, and we then associate these
ghost objects with atomic memory using an AtomicInvariant.

For example, one of the transitions defined in this system (out of four total) is called consume_start.
Its corresponding API function has the following type signature:

1 #[proof] pub fn consume_start(
2 #[proof] &self, #[proof] tail: &Fifo::tail<T>, #[proof] consumer: &mut Fifo::consumer<T>
3 ) -> PermData<T> { /* auto-generated by Verus ghost state machinery %/ }

The self object, here, is a (ghost) metadata object that gives access to the APL The interesting
parameters are the tail, a user ghost state object that represents the value of the tail pointer,
and consumer, which represents the thread-local state of the consumer thread. Intuitively, this
signature requires two things: first, that the client “prove” that they are the consumer by exhibiting
the ghost state thread in order to perform the action. Second, that they access the tail pointer while
performing the action. If the value of the tail pointers indicates that a message is waiting to be
received, then the consumer thread obtains the permission to access a cell of the ring buffer, from
which it can read a message, and which it relinquishes at the end of the “consume” operation. The
validity of the operation (i.e., its ability to return this particular ghost object) is encoded in the
correctness conditions of the transition system, and Verus requires the user to prove that these
conditions hold from the inductive invariants.

Though user ghost state is usually intended for concurrent code, it is sometimes useful for single-
threaded code as well. The supplementary materials [Lattuada et al. 2023b] include the following
collection of examples for both single-threaded and multi-threaded code, all with user-defined
ghost state:

e A concurrent FIFO queue based on a ring buffer, with head and tail pointers manipulated by
atomics, as described above.

e A string interner that returns an identifier and ghost state, allowing the user to reason about
the identifier as if it were the originally interned value.

o A thread-safe reader-writer lock, also implemented with atomics, which allows the user to
specify an invariant on the protected data, in a similar fashion to InvCell.

e A (non-thread-safe) reference-counted pointer, similar to Rust’s Rc (though without weak-
pointers), which uses a PPtr for the heap allocation and a PCell for the reference counter.
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Table 1. Example programs

sloc verif.

Example spec | proof | exec | total | time | Verus features

Allocator pages 5 0 18 23 0.1s | linearity

XOR doubly-linked list | 116 | 118 151 | 385 | 5.03s | permissions

Fibonacci 20 16 22 58 2.19s

Vector 22 4 41 67 2.34s | linearity

Interner 38 20 38 196 | 3.22s | user ghost state

Memoization 23 2 43 68 2.28 s | interior mutability

PCell example usage 6 12 18 2.21s | permissions

PPtr example usage 0 5 14 19 2.2s | permissions

InvCell 21 9 42 72 2.24s | permissions,
LocalInvariant

FIFO queue 220 119 138 477 | 4.58s | permissions, atomics,
user ghost state

Verus Rc 119 108 97 324 | 3.51s | permissions, cells,
user ghost state

Verus RwLock 200 | 80 145 | 425 | 4.44s | permissions, user ghost state

7 IMPLEMENTATION AND AVAILABILITY

We forked the Rust compiler to introduce additional hooks and typechecking rules. We then
implemented Verus as a separate “driver” that links against the Rust compiler. Both our fork and
Verus are open source (https://github.com/verus-lang/verus) and in use by various verification
projects: the project page contains information on setting up and using the latest version of Verus.
We made available a packaged artifact [Lattuada et al. 2023a] that supports running Verus as of
the time of publication and reproducing the results in this paper. We are working with the Rust
compiler developers to extend Rust with additional language features, such as support for ghost
code, to better integrate Verus with Rust.

In Table 1 we list programs and examples we have verified using Verus. For each, we report the
number of lines of spec, proof, and exec code, the time to verify the example, and interesting
Verus features they employ. The code snippets used in the figures in the paper are extracts from
these examples, which are available in full in the supplementary material [Lattuada et al. 2023b].

8 USER EXPERIENCE AND ERROR REPORTING

We discuss the Verus user experience by example. Suppose the user starts by defining an Account

struct and an exec function to transfer funds between accounts.
6 pub struct Account { pub balance: u64 }

8 pub fn transfer_funds(orig: &mut Account, dest: &mut Account, amount: u64) {

9 requires([ old(orig).balance >= amount, old(dest).balance as nat + amount < u64::MAX 1);

10 ensures([ dest.balance == old(dest).balance + amount, orig.balance == old(orig).balance - amount 1);
11 orig.balance = orig.balance - amount; dest.balance = dest.balance + amount;

12 3}
This function verifies, because Rust’s type system ensures that orig and dest are not aliased. In

fact, if the user accidentally aliased the two arguments when calling transfer_funds,

14 fn main() {

15 let mut acctl = Account { balance: 20_000 };

16 transfer_funds(&mut acctl, &mut acctl, 20_000);
17 assert(acctl.balance == 10_000);

18}
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the user would quickly get an error from the Rust borrow checker, and Verus would not attempt to
invoke Z3 to verify the invalid program, thereby allowing the user to quickly iterate by fixing the

issue and re-running Verus.

error[E@499]: cannot borrow “acctl™ as mutable more than once at a time
--> account.rs:17:32
|
17 | transfer_funds(&mut acctl, &mut acctl, 20_000);
| annananans second mutable borrow occurs here
| | |
| | first mutable borrow occurs here
| first borrow later used by call

If one wrote similar code in Dafny, using a class (a reference type) to represent the Account, they
would declare the transfer_funds method as method TransferFunds(orig: Accnt, dest: Accnt, amnt: nat)
with similar preconditions and postconditions. Dafny would report that the postconditions cannot
be verified, which can be misleading to the developer, who has to determine that such a failure
is due to potential aliasing of orig and dest; the developer would then need to add a framing
condition to transfer_funds, requires orig != dest.

In response to the Rust borrow checker failure above, the user may try and fix the main function,

15 fn main() {

16 let mut acctl = Account { balance: 10_000 }; let mut acct2 = Account { balance: 20_000 };
17  #[spec] let total_balance = acctl.balance + acct2.balance;

18 transfer_funds(&mut acctl, &mut acct2, 20_000);

19 assert(total_balance == acctl.balance + acct2.balance);

20 3}

but inadvertently introduce a logical error, which Verus reports with precise pointers to the
offending code, and the relevant context (in this case, the failing precondition on the definition of

transfer_funds):
error: precondition not satisfied
--> account.rs:18:5
|
9 | requires([ old(orig).balance >= amount, old(dest).balance as nat + amount < u64::MAX 1);
| failed precondition

18 | transfer_funds(&mut acctl, &mut acct2, 20_000);

| AAANAAAANAAAANAAANAAAAAAAAAAAAANAAAAAAAANAAAAAA

Adjusting the transferred amount to 10_000 would result in successful verification upon re-
running Verus.

This user experience is conceptually similar to that of the Viper separation logic engine [Miller
et al. 2016] and the VeriFast C and Java verification tool [Jacobs et al. 2011], with the distinction
that both of these tools use a separate substructural logic to reason about memory permissions: the
user has to explicitly manipulate permissions and separation logic predicates for the program data.
In Rust’s linear type system, memory-reasoning permissions are implicitly associated with data
ownership, and manipulated by moving values, or taking references.

9 LIMITATIONS

Verus currently only supports mutable borrows (&mut) of data passed as arguments to a function
call: mutable references in return values and explicit borrows on the right-hand side of assignments
are not supported. We believe that adding more complete support with an approach similar to
Creusot’s is mainly a matter of syntax, interface design, and engineering.

Unlike tools that re-encode ownership properties (e.g., with separation logic in Viper [Miiller
et al. 2016]), Verus relies on borrow-checking rules and hence cannot reason about traditional
Rust unsafe code. This may limit its applicability in applications that heavily rely on unsafe, e.g.,
when direct memory manipulation is required to communicate with memory-mapped devices.
Section 3, Section 4, and Section 4.2 discuss encapsulations that alleviate the need for unsafe in
certain contexts.
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Verus is closely tied to Rust’s type system, which is more limited in some ways than the dependent
type systems of Coq and F*. This may preclude some more sophisticated styles of structuring proofs
that are supported by Coq and F*. While the limitation on mutable borrows will be lifted in the
near future, limitations tied to Rust’s type system are imposed by Verus’s design choices.

10  FORMALIZATION

The previous sections introduced Verus concepts by example. This section presents a small formal
lambda calculus to make the concepts from the previous sections more precise. The goal of this
lambda calculus is to serve as a model to demonstrate particular features and their type safety. We
do not attempt to capture all of the semantics of Rust and Verus, since formalizing Rust semantics is
by itself a large and challenging problem [Jung et al. 2018a; Pearce 2021; Weiss et al. 2019]. Instead,
we focus on a small set of topics that are novel to Verus and are particularly relevant for type safety:

e spec, proof, and exec functions

e spec, proof, and exec variables, showing how exec and proof variables are treated linearly,
while spec variables can capture nonlinear snapshots of data from exec and proof variables

e spec, proof, and exec annotations on datatype fields

e linear ghost permissions, with read-only borrowing

e ensuring termination of spec and proof code, particularly in the presence of mutation,
recursive types, and higher-order features like traits or first-class functions

Since this is already a sizable list of topics, we aggressively minimize other features in our model
language. First, we omit concurrency entirely. Second, we omit preconditions, postconditions, and
verification condition generation, focusing instead on type safety and termination. (We believe that
verification condition generation could be added in a style similar to the formalization of Linear
Dafny [Li et al. 2022].) Third, our lambda calculus is a mostly-functional language that manipulates
values, rather than an imperative language that mutates values stored in locations. (This contrasts
with more detailed formalizations of Rust centered on locations [Pearce 2021; Weiss et al. 2019].)
The model language does, however, include mutation, in the form of load and store operations
that are controlled by linear ghost permissions. (The extended version of this paper [Lattuada et al.
2023c] also includes a second kind of mutation, in the form of a tiny nonlinear mutable heap.)

Since our model language is based on values rather than locations, it lacks Rust’s distinction
between a value (e.g. of type int) and a reference to that value (e.g. of type &int or &mut int).
Nevertheless, we still want to capture some notion of borrowing in order to demonstrate borrowed
linear ghost permissions. For this, we associate linear and shared usages with variable typings
and expression typings. The usage “shared” represents immutable borrowing (as in &int), which
we use for reading permissions. For simplicity, we omit mutable borrowing, instead annotating
permissions with “linear”.

We build these usages into the mode system, in a style similar to Linear Dafny [Li et al. 2022]
(which in turn built on earlier work by Wadler’s “let!” feature [Wadler 1990] and Cogent’s purely
functional support for borrowing [Amani et al. 2016]). We define a mode m to be spec, proof, or
exec (see Figure 9), with a reflexive, transitive ordering exec E proof C spec and a least upper
bound m; LI my that is the least m such that m; E m and m; E m. We then associate a usage u with
proof and exec modes, since proof and exec variables can be linear or borrowed:

u = spec | proofu | execu

The environment I' ::= {x; — py 71,...,X, ¥ Uy 7.} tracks the mode, usage, and type of each
variable. We refer to a binding x + m linear 7 as a linear binding, and we refer to x + m shared r
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and x — spec 7 as nonlinear bindings. We write ;I" to extract just the linear bindings from I' and
we write !I" to extract just the nonlinear bindings from T (see Figure 10).

We write I3, I to concatenate two environments together. For writing typing rules, though,
we often want to split environments in a more sophisticated way then simple concatenation.
In particular, we want to split linear bindings between subexpressions while sharing nonlinear
bindings among subexpressions. For this, we write I' = T} # I. For example, in the typing rule
for adding two integers (see Figure 11), the left subexpression gets environment I’ and the right
subexpression gets I';:

D;P;; s mbe : pint D;Py; I mbey: pint
D; P #Py; 1 #13; mbe; +ep: pint

(The other environments can be ignored for now; Section 10.3 discusses D and H, and Section 10.1
discusses P and m.)

When I' = I # I, all nonlinear bindings in I appear in both I} and I}. Linear bindings, however
are more subtle: a linear binding in I' appears as-is in one of the environments (I'y or I3), and is
demoted to mode spec in the other environment. Thus, the environment that didn’t get the linear
binding can still talk about the variable in specifications. For example, if I" has a linear binding for
x, and we split I" into I' = I} # I}, and I receives the linear binding for x;, then I will receive a
spec binding for x;:

I' = {x; — exec shared 7, x; — exec linear 7}

I = {x; — exec shared 7, x; > exec linear 7}

I, = {x; — exec shared 7, x, — spec 7}

(See Figure 10 for a formal definition of Iy # I,.)

Following Linear Dafny’s formalization, our model language allows borrowing by temporarily
viewing linear variables as shared within a lexical scope. For example, in the sequencing expression
e1; ep the first expression e; can view a portion of the environment I, as shared, and these variables
then revert to linear in e5:

D; Py, shared(Py) ; I}, shared(I) ; m b ey : py Unit
D; Py, linear(Py) ; Iy, linear(T) ; mb ey : pp 72

D; (P #Py),linear(Pp) ; (I7 #13),linear(Ip); mbeq; €3 : pip 7

Here, the notation linear(I},) means I}, with all proof/exec bindings made linear, shared(I}) means
I, with all proof/exec bindings made shared. (For more detail on this style of borrowing, which
was inspired by Wadler’s “let!” feature [Wadler 1990], see [Li et al. 2022].)

For simplicity and clarity, the model language implements a linear type system that prohibits
discarding linear resources; for example, it disallows discarding permissions, and the only way to
deallocate a linear struct is to deconstruct it with pattern matching. (Rust behaves more like an
affine type system, allowing dropping of any value.) Rust includes a Copy trait, implemented by
simple types like bool and u64, for types that are inherently nonlinear and may be freely copied.
Our model language also includes a judgment D; m F 7 : Copy (see the extended version of this
paper [Lattuada et al. 2023c] for the formal definition) to indicate that a type 7 may be copied or
dropped, although, for simplicity, the copies and drops are explicit, using the expressions copy(e)
and drop(e).

Even though the linear type system prohibits copying and dropping linear resources, it allows

arbitrary implicit copying and dropping in specifications. It defines D ; spec I 7 : Copy to be true
of all types, so that in spec mode, code can always use copy(e) and drop(e). Furthermore, spec
variables can be implicitly copied when splitting variables among subexpressions using I’ # I,. In
particular, since environment splitting creates spec copies of linear variable bindings, spec variables
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can be used to capture immutable snapshots of mutable linear resources. For example if variable x;
is bound linearly, the expression “let spec x; = x;ine” can make a spec copy x; of the linear variable
x; without consuming x;. Here, e can continue to use x; linearly while simultaneously keeping the
immutable snapshot x;. This allows specifications to talk about the past state (old snapshots) of
linear resources as well as the current state, which is useful for specifications that relate old states
to new states.

10.1 Permissions

Section 4.1 described how linear ghost permissions allow safe manipulation of low-level pointers.
To model permissions and pointers, the model language contains a permission(i +— 1) type
representing permission to read or write a value to pointer i, which, for simplicity, is simply an
integer constant. There are three operations on pointers and permissions:

e pread(i@e,) reads the value stored at pointer i, based on the access granted by permission e,

e pwrite(i := e,@e,) writes a new value e, to pointer i, based on the access granted by
permission e,

e pdata(e,) takes a spec-mode snapshot of the value currently stored at pointer i, based on the
access granted by a spec-mode copy of the permission e,

Figure 10 shows the typing rules for these operations. Each operation uses the same permission,
but with a different mode. Writing requires linear access to the permission, so that no aliased
views of the permission can have a stale view of the permission. Reading, on the other hand, can
be performed on borrowed permissions with mode shared. Finally, pdata(e,) uses the permission
with mode spec, allowing use in specifications. For simplicity, we omit operations to deallocate
permissions or allocate new permissions; we assume that all permissions are passed in to a program
when the program starts and returned at the end of the program. However, the typing rule for
pwrite(i := e,@e,) allows the program to change the type of a permission, effectively reallocating
the memory for a new type. Thus, the linear handling of permissions is crucial; if the permissions
were not linear, a program could use a stale permission to read a value memory from memory with
an out-of-date type, subverting type safety. Our type safety theorem (Section 10.4) ensures that
this cannot happen.

While pdata(e,) is a ghost-only operation, pread(i@e,) and pwrite(i := e,@e,) perform run-
time actions that, in an implementation, would be compiled to machine code. Since proofs and
specifications are ghost code, they are not allowed to perform pread(i@e,,) and pwrite(i := e,@e,)
operations. To enforce this, the typing rules include an access level m that limits what operations
the code is allowed to perform. Many operations (such as integer addition) can be performed in
any mode, but pread(i@e,) and pwrite(i := e,@e;,) can only be performed in exec mode:

D; Py #Py; It # 1 ; exec F pwrite(i := e,@e,) : proof linear 7

The bodies of exec functions are type-checked with access level exec, and can perform run-time
reads and writes, while the bodies of proof and spec functions are type-checked with access level
proof and spec, and therefore cannot perform run-time reads and writes.

The formal semantics of our mode language use a value permission(i + v) to represent the
storage location pointed to by pointer i, holding contents v. Notice that this storage location is
just a value, so it may get passed around from expression to expression, in and out of functions,
although the type system’s linearity ensures that there will never be two inconsistent linear copies
of a permission for the same pointer. There may, however, be many spec copies of the permission
floating around that contain snapshots old permission state, and the code is allowed to execute
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pdata(xs) on these snapshots to obtain the old contents as spec values. In fact, it’s important that
pdata(xs) return the contents associated with the snapshot x;, rather than the most up-to-date
value, because specifications must be deterministic: they cannot produce different values just
because the state has changed.

In order to prove the type safety of our model language, we have to prove that well-typedness is
preserved, including the well-typedness of permission values. For this, we use an environment P
that keeps track of whether each storage location i is currently linear or borrowed (shared). We
also need to type-check the snapshotted spec copies of permissions. For this, we provide a special
“dead-end” rule that allows stale copies of a permission to persist as spec-only (see Figure 12); this
is sound because the spec-only permission cannot be coerced back to a shared or linear permission
for run-time reads and writes (hence our description of the spec copy as a “dead-end”).

10.2 Functions and Lifetimes

Since our model language is a lambda calculus, it supports functions. This models both first-order
functions, as shown in the examples in previous section, and higher-order features. For example,
Verus supports first-class functions in specifications. Verus also supports simple traits with methods
taking a self argument; these simple traits can encode first-class functions.

First-class functions in Rust (called closures in Rust terminology) are considerably more compli-
cated than simply-typed lambda calculus functions, though. First, Rust distinguishes between Fn,
which represents functions that may be called many times, and FnOnce, which represents functions
that can only be called once. (There is also FnMut, which we do not model.) FnOnce functions may
capture linear variables, while Fn functions cannot. We define a callability O ::= Once | Many to
represent this distinction.

Rust first-class functions also have lifetimes associated with them, so that a function cannot
outlive the variables that it captures, even if these variables are nonlinear (e.g., variables of type
&int). Rust lifetimes are quite sophisticated, including parameterization over lifetime variables, but,
for simplicity, our model language contains just two hard-coded lifetimes L ::= static | restricted.
The lifetime static means that a function may be passed around freely, because it does not capture
any shared variables, while the lifetime restricted means that a function may have captured shared
variables, and therefore the function cannot be returned past the nearest enclosing borrowing scope.
(Note that this rather strict limitation is only for the model language; the actual Verus implementa-
tion allows Rust’s more sophisticated lifetime variables.) The definition function_body_context (see
Figure 10) specifies exactly which variables may be captured by the body of a function definition
for each of the four combinations of O and L.

Finally, Verus adds yet another dimension to functions: a mode m that represents a function
being a spec function, proof function, or exec function. The typing rule for function calls ef e,
(Figure 12) require that the function ef’s mode be accessible according to the current access level,
which means m C my if the current access level is m and ey is a function of mode my.

With all of these configuration options, we can write function definitions A7 x:y 7. e of type
Fnd; 1 1 — po 7. Figure 12 shows two main rules for assigning function types to function
definitions, one for non-spec functions and one for spec functions. The latter allows spec functions
to capture snapshots of shared variables without worrying about lifetimes; it does not allow direct
capturing of linear variables (since this would effectively discard the linear variable), but programs
can always capture a linear variable indirectly by splitting off a spec copy of the linear variable
from the surrounding environment and capturing the spec copy.

The language also allows spec snapshots of non-spec functions. Just as snapshots of permissions
required a dead-end rule, functions also require dead-end rules, which bring a slightly annoying
technicality. We could write very simple dead-end rules that just ignore the function’s body
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completely, and this would be sound, since a non-spec function snapshotted as a spec value can
never be called, so the body doesn’t matter. However, our proof of termination in Section 10.4 is
based on a translation of our model language into the calculus of inductive constructions (CIC,
the logic used by Coq), and for this translation we need to retain enough of the body to form a
well-typed CIC term. For this, we need to relax the linearity checking in order for the retained body
to remain well-typed in the model language. We write this relaxed checking using the notation
Flax; the details of this are included in the extended version of this paper [Lattuada et al. 2023c].

10.3 Termination

When Verus code is compiled, all ghost code is erased (not compiled to machine code). This erasure
is sound only if the ghost code always terminates with no side effects. The access level described in
Section 10.1 enforces the absence of side effects. Enforcing termination, though, is more delicate
because mutation and recursive types can often encode nontermination when combined with
higher-order features, like traits and first-class functions.

To see how this can happen, consider the following two examples, written in OCaml. The first
example creates a mutable reference that holds a function of type unit -> unit. It then stores a
new function into the mutable reference The new function recursively calls itself by reading itself
from the reference, causing an infinite loop:

let r: (unit -> unit) ref = ref (fun () -> ()) in
r := (fun () -> !r ());
'r O

The second example passes a function to itself as an argument, using a recursive type R to
encapsulate the function in a well-typed way. The function then calls its argument, which means it
calls itself, causing an infinite loop:
type r = | R of (r -> unit)
let f (R x) = x (R x) in f (R f)

(Note: this can also be encoded directly in Rust as follows:

trait T { fn f(&self); 3}

fn rec<A: T>(x: &A) { x.fQ; 3}

struct S {}

impl T for S { fn f(&self) { rec(self); } }
fn foo() { let s =S {}; s.f(); 2

although this is more complicated.)

Neither of these examples would be caught by decreases clauses, because there are no explicit
recursively-defined functions in the code.

We demonstrate that Verus can correctly prohibit these sources of nontermination by including
the following features in the model language: (i) permissions (Section 10.3); (ii) a small heap
consisting of one ref cell (in the extended version of the paper [Lattuada et al. 2023c]); (iii) recursive
types, in the form of recursive structs, described below.

A recursive struct declarationd == S +— (m; 7q,...,my 7,,) declares a struct S with n fields, each
having a mode and a type. When constructing or destructing structs, the typing rules join the mode
of the fields with the mode of the overall struct value using the LI operator (see Figure 12). This
joining ensures, for example, that when reading fields from a spec snapshot of an exec struct value,
the result will have mode spec even if the field mode is proof or exec.

The rules for well-formed struct declarations (included in the extended version of this paper [Lat-
tuada et al. 2023c]) allow recursive structs (although, for simplicity, they disallow mutual recursion).
These rules enforce a standard “strict positivity” restriction (used by Coq, Lean, F*, and Dafny).
However, they only require strict positivity in spec and proof function types; non-positive uses
are allowed in exec function types (unlike in Coq, Lean, and Dafny, where all function types are
restricted).
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variable x

integer i u= ...,—-2,-1,0,1,2,...

struct name S

usage u == linear | shared

mode m == spec | proof | exec

mode + usage p = spec | proofu | execu

callability O == Once | Many

lifetime L == static | restricted

type T int | Unit | permission(i — 7) | Option(7)
S | anL/ll T ™ H2 T

value v i | () | permission(i+ v) | None(r) | Some(v: 1)
S(v1,...,0n) | AQ x:pt.e

expression e x| i]e+e | ()

permission(i + v) | pdata(e,) | pread(i@e,) | pwrite(i := e,@e,)
drop(e) | copy(e) | e;; ez | letmx =e;ine,
None(z) | Some(e: 1) | iflet Some(x) = e; then e, else e;

S(ey,...,en) | letS(xy,...,x,) =ejine;
Ao x:pt.e | ere

datatype decl d St (myty,...,m, T,)

datatype decls D == dj,...,d,

permissionenv P = {i; > uy, ..., 0 > u,}

variableenv T = {x; >y 1,..., X > ln Ty}

Fig. 9. Formal Model Language Syntax

10.4 Semantics and Type Safety

The extended version of this paper [Lattuada et al. 2023c] defines evaluation rules e — e’ for an
expression to take a single step to a new expression. Based on this and the typing rules, we have
proven type preservation, progress, and ghost-code termination:

e Preservation: if F Dand D; P; T; mte:purande — ¢,
thenD; P;T;mbFe :ur

e Progress:if FDand D; P; @; mF e : u7and e is not a value,
then there is some e’ such that e — ¢’.

o Termination: if m € {spec, proof} and - Dand D; P; @; mF ey : u t then there is no infinite
evaluation sequence ey — e; — ez — e5 — ...

The supplementary material [Lattuada et al. 2023b] contains proofs of these theorems. The
preservation and progress proofs are straightforward. The termination proof works by translating
the declarations, types, and expressions into CIC (calculus of inductive constructions) declarations
and terms, and then proving that the CIC declarations and terms are well-typed and proving a
simulation between the CIC reduction steps and the e evaluation steps. The translation to CIC
is fairly simple: spec and proof function types are translated into corresponding CIC function
types, while exec function types are simply translated into the unit type, exec functions are erased
completely (translated into the unit value), and permission(i + v) is translated into v.
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mode_of(spec) = spec mode_of(mu) =m
is_linear(y) = true iff g = m linear
P = {i +> shared | i = shared € P} T ={x+> pr|x+> pteT A-is_linear(y)}
iP = {i > linear | i + linear € P} T={x—pr|x— prel Ais_linear(y)}
linear(P) = {i +> linear | i — u € P} linear(T) = {x + (mlinear) r | x — (mu) r € T}
shared(P) = {i +> shared | i — u € P} shared(T') = {x > (mshared) 7 | x — (mu) r € T}
spec(I') = {x > spect | x> pur €T}
P =Py # P, iff ;P = {Py, ;P2 and !P =!P; =P,
I'=T # Iy iff ;T =1, 2 and ('T, spec(jT)) = (T, spec(jT1)) = ('Iy, spec(iI2))
Define is_unrestricted(y, 7) to mean: y # (m shared) and mode_of(y) b 7 : static
Define is_static(T') to mean: for all x — p 7 € T, lifetime_of(7) = static
Define non_spec_function_modes(mg, pix, jip, 7p) to mean: is_unrestricted(yp, 75) and my # spec and
my C mode_of(pyx) and my € mode_of(pp)
Define function_body_context(O, L, P, T, Py, I}, u) to mean:
if O = Once and L = restricted then P, =P and I}, =T
if O = Many and L = restricted then P =!Pand ' =T and P, =P and I}, =T
if O = Many and L = static then P =!P and P;, = @ and I =!T and I}, = spec(I)
if O = Once and L = static then P}, = ;P and I}, = ;T, spec(!T') and is_static(;T')
if O = Once then u = linear
Define lifetime_of(7) to be:
. lifetime_of(anL p T o)=L
o lifetime_of(Option(7)) = lifetime_of(7)
o lifetime_of(7) = static for all other ¢

Fig. 10. Notation and definitions for type checking

11 RELATED WORK

Many tools for verifying Rust code exist. As far as we know, no other tool leverages Rust’s borrow
checker to enforce linear ghost permissions. However, in other dimensions, there is significant
overlap between Verus and other projects.

Creusot [Denis et al. 2022] may be the closest tool to Verus, since it uses Rust code to express
specifications and proofs, based on a macro named Pearlite. Creusot functions can be annotated
as #[logic] or #[predicate] to indicate that the functions are ghost. These are similar to Verus’
spec functions, in that they are not checked for linearity and borrowing (“Pearlite formulas are
type-checked by the front-end of the Rust compiler, but they are not borrow checked”). Creusot does
not have ghost code that is checked for linearity and borrowing, the way Verus’ proof functions
and proof variables are. Verus’ SMT-LIB encoding is conceptually similar to the one produced by
Creusot [Denis et al. 2022] via the Why3 [Bobot et al. 2011] prover, which requires an intermediate
step: in Creusot the Rust code is first lowered into Why3’s MLCFG (an ML with labelled blocks and
gotos), and then Why3 encodes verification conditions for the backend solvers.

Prusti [Astrauskas et al. 2022, 2019] verifies Rust code by translating it into the Viper separation
logic engine [Miiller et al. 2016], effectively reverifying ownership properties enforced by Rust’s
borrow checker. This relatively heavyweight encoding creates larger formulas for an SMT solver,
but can be used for Rust unsafe code that subverts Rust’s borrow checking rules. By contrast, Verus
relies on the memory safety enforced by Rust’s borrow checker, obviating the need to use separation
logic ubiquitously—instead, the user can selectively apply separation logic-style techniques (based
on linear ghost permissions) only for the tricky cases that require them.

Aeneas [Ho and Protzenko 2022] verifies Rust code by translating it into a purely functional
representation in F*. In this style of verification, programmers develop a proof about the functional

Proc. ACM Program. Lang., Vol. 7, No. OOPSLA1, Article 85. Publication date: April 2023.



Verus: Verifying Rust Programs using Linear Ghost Types 85:25

Well-typed expression (main rules) D; P; I'; mbe:pur
m C mode_of ()

D; IP; IT, x — my shared 7o ; m F x : spec 7y
D; P IT,x = iy T s mbx 2 iy 7x

D;Py;I1;mbe; : pint D;Py;I; mbey: pint

D;P; Ty mEi:pint
D;P1#Py; T #Io; mbe; +ep: pint

D;!'P;'T'; mFo:execlinear ¢ D; exec F 7 : Copy

D;!P; !'T; mbE () : pUnit — —
D; P,i— u; IT'; mF permission(i + o) : proof u permission(i — 1)

D; P;T'; mke: spec permission(i — 1) D;P;T;exechk ep: proof shared permission(i > 7)

D; P;T; mt pdata(e) : spect D;P;T;exech pread(i@ep) : exec shared 7

D; P;; Iy; exec ey : exec linear 7’
D; Py; Iz ; exec F ep : proof linear permission(i +— 7) D; execF ' : Copy

D; Py #Py; I #13; exec k- pwrite(i := e, @ep) : proof linear 7
D;P;T;mte: melinearr D; me F 7 : Copy
D; P; T; mtdrop(e) : me shared ¢
D;P;T';mkFe:mesharedr D; me F 7 : Copy

D; P;T; mk copy(e) : me linear ¢
D; Py, shared(Py) ; Ty, shared(I) ; m b eg : g Unit D; Py, linear(Py) ; Iy, linear(I}) ; m b eq : o 1o
D; (Pq #Py),linear(Py) ; (I #Iy),linear(I}); mbeq; ez : pa 12
D; Py, shared(Pp) ; Ty, shared(I,); mbe; : 7
D; Py, linear(Py) ; Ip, linear(I},),x +— py 71; mbep : g 12
is_unrestricted(pq, 71) or (P, = @ and I}, = @)
mode_of(pz) F 7 : static my = mode_of(y1) mC m

D; (P #Py),linear(Py) ; (I1 #I),linear(I},); mbletm; x =ejiney : pp 12

Dk D;P;T;mbe:purt
D; !P; IT; m F None(r) : u Option(r) D;P;T; mt Some(e : 1) : u Option(r)

D;Py;I1; mbeg : pg Option(ry)
D;Pp; x> o mpbex: D;Py; Iy mplbes:ppy
mC my, (mode_of(u1) T my) or (mode_of(u;) = spec and my, = proof)

D; Py #Py; I1 #1}; mb iflet Some(x) = eg then ey else e3 : py, 73

Fig. 11. Type Checking Rules

representation of executable Rust code, which is quite different from Verus’ Hoare-logic style, where
the programmer annotates the Rust code with preconditions, postconditions, and loop invariants.

Yanovski et al. [2021] propose a datatype called GhostCell, which separates data from permission
in a manner similar to our PCell and PermData. The main difference is that GhostCell employs a
polymorphic type trick to enforce that a permission may only be used with the cells to which it
corresponds, while PCell uses a requires clause to enforce this, which is more flexible and allows
permissions to depend on data that is not statically determined during type-checking. Furthermore,
while GhostCell is used to enforce memory safety, to our knowledge, it has not been used to show
functional correctness properties.
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Well-typed expression (main rules, continued)
D=...,S—>(mi1,....,mp1n),... Vi<i<n D;Pj;Ti;mbe:(mUpr

D;Pi#...4#Pp; 1 # ... #0,; mFES(er,....,en) : S

D=...,Sr—>(m1 T1,..‘,mn7.'n),‘.. D;Po;ro;ml—e():yos
D; Py Tpoxy > (myUpg) 11, .., Xn > (M U o) s mbep :pp 7p mode_of(up) F 73 : static

D; Po#Pp; Io#1y; mi—letS(xl,...,xn):eoineb D Up T

D;Pb;l“b,prxrx; mfl-eb Uy T
DF 7y function_body_context(O, L, P, T, Py, I}, u) non_spec_function_modes(m s fhxs P )

D;P;T;mtk (Ag{x:px Tx. €p) : mfu(Fnron{px Tx — Up Tp)
D; IP; IT, x > spec 7y ; spec I ey, : spec 73, DF 7y

P IT spec
D;Ps T mb (A’Many static

spec

X:spec Tx. €p) : spec (FnMany static

spec 7x — spec )

O = Once = is_linear(y) D;Pi;I1;mbE ef (an£ Ha Ta = [p Tp)
D;Py;ysmbeg: piga mode_of(u;) C mg mC mg

D;P1#Py; Th # 13, ml—efea tHp Tp
Well-typed expression (dead-end rules) D; P; T'; mbe:purt
spec(T) = spec(T”) mode_of(u) = mode_of(y’) D;P ;T mbgee:p'
D;P;T;mhbpgce:pr
D;P; ' T;mbFo:pur

D; !P; IT'; m k permission(i > v) : spec permission(i — 1)

D 1P IT,x o pix o s myp By €5 i 7 DF 1y non_spec_function_modes(mp, jix, i, 7)

D;!P;IT;mk (Agl{ X:[fix Tx. €p) : SPec (anl£ Ux Tx = Hp Tp)

D 1P 1T x o pix T s My Fax €5t iy T Dl 7y non_spec_function_modes(mp, pix, pp, p)

D;!P;!IT;mbE (Ag{ceL X:fhx Tx. €p) : My shared (Fnronlr{CeL Lx Tx = Hp Tp)

Fig. 12. Type Checking Rules, continued

RustBelt [Jung et al. 2018a] is a verification framework that establishes a semantic model for type
safety in Rust: it allows a user to verify unsafe code with safe APIs, i.e., prove that any well-typed,
unsafe-free Rust program using the API will be memory safe. This makes it complementary to
Verus, which relies on that memory safety, and indeed, it might be possible to use RustBelt to verify
Verus’ memory primitives (PPtr and PCell) and their specifications. RustBelt can also handle
atomics with relaxed memory ordering [Dang et al. 2020], which Verus does not support. RustBelt
is implemented in Coq, and thus proofs are written via tactics rather than by SMT.

RustBelt has also been used as part of RustHornBelt [Matsushita et al. 2022], which validates
RustHorn [Matsushita et al. 2020], the encoding used by Creusot. However, RustHornBelt still
requires that unsafe code be proved correct in Coq, while Verus provides safe, zero-cost alternatives
to commonly used unsafe Rust features via its linear ghost state. Specifically, Verus provides PPtr
for raw pointers and PCell for UnsafeCell, so that users can write code (which would otherwise
need those unsafe features) within Verus itself.

Note though that while Verus supports some unsafe use-cases, including raw pointers, our
specification for pointers is very simple, only handling pointers that point into heap allocations
from the global memory allocator. A complete pointer model for Rust would support pointers to
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the stack variables, cell interiors, struct fields, references, and so on, as well as handle thorny issues
such as pointer provenance. By comparison, Stacked Borrows [Jung et al. 2019] is a promising
operational semantics for Rust memory accesses that aims to handle all these concepts.

Separation logic [Jung et al. 2018b; O’Hearn 2007; Reynolds 2002] was one inspiration for our
linear ghost permissions, although the techniques used in Verus and separation logic are quite
different. In separation logic, a permission is part of the logic rather than a program-level value,
and two permissions are combined together using separating conjunction. In Verus, permissions
are values and two permissions are combined together by placing them in a datatype. Thus, in
Verus, programmers manipulate permissions directly as data, which can require extra programmer
effort, but makes generating verification conditions for an SMT solver much easier, since SMT
solvers handle classical logic, not separation logic.

Another inspiration for linear ghost permissions was earlier work on using linearity in type
systems to manage changing state [Crary et al. 1999; Morrisett et al. 2005; Smith et al. 2000; Zhu and
Xi 2005] Alias Types [Smith et al. 2000], for example, tracks a set of constraints on the memory state,
and these constraints change linearly as the memory state evolves. ATS [Zhu and Xi 2005] combines
this idea, in the form of “stateful views”, with reasoning about integer arithmetic via a simple
dependent type system. Most similar to our approach is L3 [Morrisett et al. 2005], which treats
“capabilities” (permissions) as first-class linear ghost values, as in Verus. L3 uses type variables
(specifically, location variables) to connect the capabilities to pointers, whereas Verus uses SMT
solving, which avoids the burden on the programmer of universally quantifying or existentially
quantifying over location variables. The combination of SMT solving and Rust’s automated borrow
checking means that ideas from ATS and L3 are now not only possible within a mainstream
language, but convenient.

Dafny [Leino 2010] and F* [Swamy et al. 2016] support ghost code and ghost variables. F* uses an
effect system to distinguish ghost functions from executable functions, and has an erased type to
represent ghost data. F* does not have a linear type system, although the F* Steel system [Fromherz
et al. 2021] supports separation logic reasoning. Dafny supports ghost annotations on variables,
similar to Verus spec variables, and Dafny supports lemmas, similar to Verus proof functions.
Linear Dafny [Li et al. 2022] extends Dafny with linear types and borrowing, although the linearity
and borrowing is less sophisticated than in Rust (for example, Linear Dafny lacks lifetime variables).

12 CONCLUSIONS

By taking advantage of Rust’s linearity and borrow checking, Verus can express linear ghost
permissions that aid the verification of tricky, low-level and/or concurrent code. This allows Verus
to safely express code that would be unsafe in ordinary Rust, and to prove strong correctness
guarantees about the code. Even for more straightforward code, Rust’s type safety and control
over aliasing makes verification considerably easier, allowing Verus’ generation of verification
conditions to treat Rust code more as functional code than as imperative code. In other words,
we’ve found that one of the most valuable tools for verifying Rust code is Rust itself. So we conclude
with a simple slogan for Verus’ style of verification: ask not what verification can do for Rust — ask
what Rust can do for verification.
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