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A Price Indexes

A.1 BLS Linking

“Linking” refers to the process used to incorporate a new product into an index. In a matched-
model framework, the most common approach to dealing with newly entering products is to drop
them from the index, since one can not calculate a price relative until the second period in which
a good is present. As an example, consider the BLS International Price Program (IPP), which
includes the Import Price Index (MPI). The BLS Handbook of Methods describes the process when
a new product is added to the index Bureau of Labor Statistics (1997). “When a completely new
item series is added to a classification grouping, linking is not feasible. Instead, ... the historical
movement of the index is used to begin the series for the item.” In other words, since a price
relative can not be constructed for the new product, the existing products in the index determine
the index growth until the subsequent period, when a price relative for the new product is available.
This is equivalent to simply dropping the new product from the index in the entry period. Section
2 describes the pitfalls of this approach when entering and incumbent products have different
quality-adjusted prices.

Occasionally, the physical characteristics or other aspects of an existing product may change.
In this case, the BLS analyst has two options. The new version of the product may be considered
a completely new item, in which case it is omitted from the index, as described in the previous
paragraph. Alternatively, the analyst can link the new version into the existing series by estimating
“what the ‘old’ item would trade for in the new time period. To do this, reporters are asked for the
dollar amount attributed to the change. This value is then subtracted from the ‘new’ item in the
current period” Bureau of Labor Statistics (1997). In other words, the pricing survey respondent is
asked to estimate how much the old version’s price would have changed had it still been available.
This estimate is then used to generate a hypothetical price relative for the product.

This linking procedure involving a subjective quality adjustment is used very rarely Nakamura
and Steinsson (2012). The MPI micro data include a “link” field indicating when this procedure
has been implemented. Benjamin Mandel, formerly of the Federal Reserve Board of Governors,
kindly supplied calculations showing that, from 2004 to 2007, less than 2 percent of items in the
full sample indicate using the linking procedure. In no case was linking used in the semiconductor
industry (HS 8542) during this time period.

It is possible that subjective quality adjustment is rarely used because it is rarely needed. New
products may be sufficiently distinct, or sourcing patterns may be very stable. In practice, however,
this does not appear to be the case. William Alterman, then BLS Assistant Commissioner of Inter-
national Prices, provided us with similar calculations from the MPI micro data for semiconductors.
Between May 2009 and May 2011, less than 0.25 percent of items reported a shift in the country
from which the item was imported. During the same time period, the Census End Use data indicate
very large shifts in market share across countries, with China’s share of HS 8542 increasing by 6
percentage points (authors’ calculations).

Together, these facts imply that much of the substitution across countries occurs via the for-
mation of new buyer-seller relationships. The MPI treats the physical item × buyer pair as a
“product,” and averages across price relatives at this level Bureau of Labor Statistics (1997).
Therefore, when a new buyer enters and sources from a lower-price supplier, this transaction is not
averaged with price levels of similar items to show an overall price decline. Instead it is omitted
until the subsequent period, when a price relative for the buyer-seller pair can be calculated. This
is the main source of the outlet substitution bias in the MPI.
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A.2 BLS Quantity Information

The BLS calculates Laspeyres indexes using price and revenue share information. Although the
Laspeyres formula (see equation (A1)) does not strictly require the collection of quantity informa-
tion, the BLS already utilizes two sources of quantity information that can be used to calculate our
proposed quality-adjusted unit value index in (8). The discussion here focuses on the International
Price Program (IPP).39 First, the BLS already collects quantity information from respondents who
report that the quantity was important in determining the unit price. Thus, requesting quantity in-
formation from all respondents would not require any change to the price collection instruments or
the data storage or processing systems already in use. Because the BLS uses sampling probabilities
proportional to transaction size to select items for inclusion in the IPP, these quantities would yield
an unbiased estimate of the average price we construct for our index. Second, IPP already uses
customs data at the 10-digit Harmonized System (HS) level to calculate weights at the “detailed
category” level Bureau of Labor Statistics (1997). These data include product × establishment
quantity information necessary to calculate quality-adjusted unit values at the 10-digit HS level.

A.3 Fisher Index Formula

The Fisher index is calculated as follows. First calculate Laspeyres and Paasche indexes, respec-
tively, as

P tL =
∑
m

st−1m

ptm
pt−1m

(A1)

and

P tP =

[∑
m

stm

(
ptm
pt−1m

)−1 ]−1
, (A2)

where m represents each model, t is time (quarter), p is the average price for a given model, and
sm is the share of total expenditure in time t accounted for by model m. The Fischer index is a
geometric mean of the Laspeyres and Paasche indexes.

P tF =
√
P tLP

t
P (A3)

Diewert (1976) notes that this index is superlative, meaning that it is an exact index for a fairly
flexible production or utility function.

39Thanks to Robert Sutton at BLS for details on IPP quantity information.
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B Additional Theoretical Results

B.1 Index Comparisons

In this section, we compare the standard matched-model index and our proposed quality-adjusted
index in (8) to the exact index in (2). We examine cases with constant quality (as assumed by both
matched-model and our proposed index) and cases with different relative quality improvements
across suppliers.

B.1.1 Matched-Model with Constant Quality

We begin by comparing the standard matched-model index to the exact index when quality is
constant over time. Rearranging the exact index in (2) yields

It =

∑
j∈Jt θj,tPj,t∑

j∈Jt−1
θj,t−1Pj,t−1

, (B1)

where Pj,t ≡
pj,t
ξj

and θj,t ≡
ξjyj,t∑
i∈Jt ξiyi,t

.

For simplicity, assume a single entrant in period t and that no products exit. Then the sets of
suppliers are Jt−1 = {1, ..., Nt−1} and Jt = {1, ..., Nt−1, Nt}. Next, to make analytical headway,
define θj ≡ αθj,t + (1 − α)θj,t−1, where α ∈ [0, 1], and take a first order approximation of (B1)
around θj,t = θj and θj,t−1 = θj , ∀j ∈ {1, ..., Nt−1}, and Pj,t = Pj,t−1. This yields

It ≈
Nt−1∑
j=1

ωj(Pj,t/Pj,t−1)︸ ︷︷ ︸
(a)

+

Nt−1∑
j=1

ρj

[
θ̃j,t − (1 + ΩJ)θ̃j,t−1

]
︸ ︷︷ ︸

(b)

. (B2)

where ωj ≡
θjPj,t−1∑Nt−1

i=1 θiPi,t−1
, ρj ≡

Pj,t−1∑Nt−1

i=1 θiPi,t−1
, θ̃j,t ≡ θj,t − θj , and ΩJ ≡

θNt,tPNt,t∑Nt−1

i=1 θiPi,t−1
.

Term (a) in (B2) is a matched-model index, a weighted average of price relatives for continuing
varieties. Since quality is constant over time, the quality-adjusted price relatives in (a) equal
observable price relatives. Moreover, it is a Laspeyres index as in (A1) when α = 0, since in
that case ωj is simply the expenditure share on product j. Thus, term (a) reflects the standard
matched-model index used by the BLS.

To compare the standard matched-model index in (a) to the exact index, we must characterize
term (b), which reflects changes in market shares. Dividing term (b) by Nt−1, and using the fact
that θ̃j,t−1 = −α∆θj,t, we have

(1 + αΩJ)
1

Nt−1

Nt−1∑
j=1

ρj∆θj,t (B3)

= (1 + αΩJ)

cov(ρj ,∆θj,t) +

 1

Nt−1

Nt−1∑
j=1

ρj

 1

Nt−1

Nt−1∑
j=1

∆θj,t

 . (B4)

To interpret the term in brackets, first note that ρj is the quality-adjusted price for product j
compared to the share-weighted average quality-adjusted price across products. Therefore, if market
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share weakly shifts away from products with initially high relative quality-adjusted prices, then
cov(ρj ,∆θj,t) ≤ 0. Next, if the entrant acquires positive market share (ΩJ > 0), then incumbents

must lose share on average, so
∑Nt−1

j=1 ∆θj,t < 0. It follows that term (b) is negative. Thus, we have
established our first main result.

Proposition 1. Assume that market shares weakly increase for suppliers offering low relative
quality-adjusted prices. Then, to a first order approximation around initial market shares and
prices, the matched-model index overstates true price growth:

It <

Nt−1∑
j=1

ωj(Pj,t/Pj,t−1) (B5)

B.1.2 Matched-Model with Variable Quality

Now compare the matched-model index to the exact index in (2) when individual products’ quality
may improve over time, such that ξj,t/ξj,t−1 > 1. In this case observed price relatives no longer
reveal quality-adjusted price relatives, pj,t/pj,t−1 6= Pj,t/Pj,t−1. Rewrite (B5) as

It <

Nt−1∑
j=1

ωj(Pj,t/Pj,t−1) =

Nt−1∑
j=1

ωj
pj,t/pj,t−1
ξj,t/ξj,t−1

<

Nt−1∑
j=1

ωj(pj,t/pj,t−1). (B6)

This expression makes clear that quality improvement exacerbates the upward bias already present
in matched-model indexes in the presence of quality-adjusted price variation.

B.1.3 Proposed Index with Variable Quality

Suppose that an entrant’s (j = Nt) quality steadily improves over time in comparison to a reference
supplier (j = 1) such that ξNt,t/ξ1,t < ξNt,T /ξ1,T ∀t < T . For simplicity, hold other suppliers’
relative qualities constant. Also, as in the main text, assume that the effects of frictions have
dissipated by period T . In this case, the long-run price difference overstates the entrant’s relative
quality in earlier periods, since pNt,T /p1,T = ξNt,T /ξ1,T > ξNt,t/ξ1,t ∀t < T .

To understand the implications, rewrite the exact index in (2) in the period of entry as

It = Gt

∑Nt−1

j=1
ξj,t−1

ξ1,t−1
yj,t−1∑Nt−1

j=1
ξj,t
ξ1,t
yj,t +

ξNt,t
ξ1,t

yNt,t
, (B7)

where Gt ≡
∑Nt

j=1 pj,tyj,t∑Nt−1

j=1 pj,t−1yj,t−1

is the gross change in expenditure. Note that Gt is observable and does not contain any quality
terms. Our proposed index in (8) can be written similarly.

Ît = Gt

∑Nt−1

j=1
pj,T
p1,T

yj,t−1∑Nt−1

j=1
pj,T
p1,T

yj,t +
pNt,T
p1,T

yNt,t
(B8)

Since pNt,T /p1,T > ξNt,t/ξ1,t, the denominator of (B8) is upward biased, and the index is downward

biased. Thus, in the period of entry, the proposed index is biased downward, Ît < It.
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Now consider a period t after entry but prior to T . Assume that the supplier mix is now stable,
such that Nt = Nt−1 = N . Following (B7), the exact index can be written as

It = Gt

∑N
j=1 ξj,t−1yj,t−1∑N
j=1 ξj,tyj,t

, (B9)

where Gt is the same as above. Our quality-inference procedure introduces offsetting errors relative
to (B9). Since, by assumption, the quality of the entrant (supplier N) is weakly increasing over
time, our estimation strategy overstates ξN,t−1 by more than ξN,t, which implies an upward bias.
However, if the entrant gains market share over time, then our overstatement of ξN,t receives more
weight because it is multiplied by a larger yN,t, which implies a downward bias. Intuitively, if quality
evolves slowly in comparison to market share from one period to the next, then our proposed index
will be biased downward on net, as in the period of entry. Put another way, our index is a lower
bound if the change in market shares reflect less the changes in quality and more the dynamics
that arise because of market frictions.

More formally, take the log of (B9), and a first-order approximation around ξj,t−1 = ξj,T and
ξj,t = ξj,T , yielding

ln It − ln Ît ≈ σN,t
ξN,T − ξN,t

ξN,t
− σN,t−1

ξN,T − ξN,t−1
ξN,t−1

, (B10)

where σj,t ≡ ξj,tyj,t/Yt, and Ît is our proposed index. Note that terms for j 6= N drop out under
the assumption that suppliers j < N have constant quality. This expression is positive if and only
if

σN,t
σN,t−1

≥
ξN,t
ξN,t−1

(
ξN,T − ξN,t−1
ξN,T − ξN,t

)
. (B11)

The right hand side is increasing in
ξN,t
ξN,t−1

, so it requires that quality growth for the entrant is not

too large relative to the growth in its market share. We have thus established the following result.

Proposition 2. Assume that a supplier’s quality increases after entry but incumbents’ qualities are
fixed. If the rate of change in the new supplier’s quality is not too large relative to its acquisition
of market share, as in (B11), then the proposed index, Ît, is a lower bound on the true index, It.

Together with the results of the prior section, we can bound the exact price index between a
standard matched-model index and our proposed index when i) quality improves over time, ii) the
entrant’s quality improves relative to that of incumbents, and iii) quality growth for the entrant is
not too large compared to the growth in its market share.

B.2 Model with Taste for Diversity

This section presents a generalization of the framework in Section 2 to incorporate a taste for
diversity on the part of the buyer. Assume that a buyer orders nj units from supplier j, but that
only yj = naj units are delivered, with a ∈ (0, 1). Bernstein et al. (2013) suggest a < 1 captures the
idea that errors in production are made at a higher rate when a supplier fills a larger order. The
resulting diseconomies of scale provide a motive to diversify the supply chain.

The buyer now solves

min
{yj,t}

∑
j

pj,ty
1/a
j,t s.t. (1), (B12)
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where pjy
1/a
j is the total cost of a delivery yj from supplier j and pj is the price per order. The

associated first order conditions are

pj,t
ξj
yβj,t =

µt
1 + β

∀j, (B13)

where 1 + β ≡ 1/a. The left side is the quality adjusted unit price of a delivery. Thus, although
a < 1 breaks the one-to-one mapping from orders to deliveries, the law of one quality-adjusted
price holds for deliveries.

This generalization also resolves a counterfactual prediction of the framework in the main text.
Substituting the first order condition into the constraint, (1), we can solve for the quality adjusted
price of a delivery, which is common across all products.

pj,t
ξj
yβj,t =

(∑
j ξjP

−1/β
j,t

Yt

)−β
(B14)

As a → 1, as in the main text, then β → 0, and this collapses to Pj,t = 1. All quality-adjusted
prices equal 1, so the overall price index also equals 1, and does not change over time. When a < 1,
we preserve the law of one price, but allow the overall price level to change over time with total
demand, Yt.

B.3 Equilibrium Dynamics

We introduce a tractable model of industry dynamics where market frictions slow the reallocation
of market shares across suppliers. This is a variant on the model, (4), in the main text. To enhance
tractability, we deviate from that setup in two respects. First, rather than stipulate an occasionally
binding constraint on shifts in market share, we suppose the buyer faces a smooth, convex cost of
adjusting its supplier mix. Second, we introduce a convex cost to assemble the inputs into final
output, which ensures a unique steady state distribution of market shares.

We consider an environment in which a new supplier has entered, bringing the number of
suppliers to N . We assume there is no subsequent supplier entry or exit and characterize the path
of relative prices on the transition to the new steady state. The main result is stated in Proposition
3 at the end of this subsection. A supplier who has a market share below its steady state value,
i.e. a new entrant, will initially set a low relative price. Over time it will raise its relative price as
it (monotonically) acquires market share. To clarify the mechanism, this result is established for a
simple case with constant supplier quality and marginal cost.

B.3.1 The buyer’s problem

The buyer chooses quantities {yi,t} of inputs to minimize

min
{yi,t}

∑
t

β̄t

{
N∑
i=1

pi,tyi,t + Cost of assemblyt + Cost of adjusting supplierst

}
, (B15)

subject to a given amount of final output,

Yt =
∑
i

ξiyi,t. (B16)
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There are three pieces to (B15). The first term is expenditure on the intermediates. The second
term refers to the cost of assembling intermediates into final output. We assume this has the form,

Cost of assemblyt = Yt · C
(
{σi,t}Ni=1

)
(B17)

where C (·) is defined implicitly as the unit cost of assembly, and

σi,t ≡
ξiyi,t
Yt

(B18)

is the share of intermediate i in final output. We assume C is increasing in each argument, that is,
the contribution of intermediate i to the unit cost depends positively on its share in final output.
Further, we assume C is convex in each argument. Specifically, to facilitate the algebra, we assume
it takes a quadratic form,

C
(
{σi,t}Ni=1

)
=
δ

2

∑
i

σ2i,t. (B19)

This is a highly tractable way of ensuring that all intermediates are purchased in steady state
equilibrium, avoiding the indeterminacy that would result in steady state because expenditure is
linear in yi,t.

The third term refers to the cost of adjusting the mix of suppliers. We assume this has the
form,

Cost of adjusting supplierst =
k

2

∑
i

Yt [∆σi,t]
2 , with k > 0. (B20)

This says that the cost of adjusting is proportional to the sum of squared changes in each supplier’s
share. Note that we also scale the cost by final output, Y . This facilitates some of the algebra, but
also captures the reasonable assumption that it is arguably more disruptive to the buyer to alter
its supplier mix when output is high.

It is helpful to recast the problem in terms of the choice of market shares, {σit} . If we substitute
from (B18) to replace yi,t, we may write the Lagrangian associated with the buyer’s problem as

L =
∑
t

β̄t

{
Yt
∑
i

Pi,tσi,t +
δ

2

∑
i

Yt [σi,t]
2 +

k

2

∑
i

Yt [∆σi,t]
2 + µt

(
1−

∑
i

σi,t

)}
, (B21)

where the quality-adjusted price is

Pi,t ≡
pi,t
ξi
, (B22)

and µt is the multiplier on the (B16), re-expressed here as a constraint that market shares must
sum to 1.

The FOC is
Pi,t + δσi,t + k∆σi,t − β̄t+1,tk∆σi,t+1 = mt for all i (B23)

where β̄t+1,t ≡ β̄Yt+1/Yt. Note that, in any steady state where ∆σi,t = ∆σi,t+1 = 0 for all i, this
collapses to Pi,t + δσi,t = mt. Thus, δ > 0 drives a wedge between quality-adjusted prices even in
steady state. But we can interpret δ as being “small” (subject to a weak restriction given below),
which is akin to assuming an arbitrarily high elasticity of substitution in a standard constant
elasticity of substitution (CES) model (see Appendix G). Quantitatively, this framework captures
the idea that long run quality-adjusted prices approximately equalize.

Consider the case where final demand grows at a constant rate, such that Yt+1/Yt is constant
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for all t. Then, β̄t+1,t ≡ B is constant, and we assume B ∈ (0, 1). In the following, we also assume
that, though D ≡ δ/k can be small, it satisfies D > 1−B. Aggregating over all N suppliers, noting
that 1

N

∑
i ∆σi,t = 0 for any t, and defining the relative (quality-adjusted) price,

P̂i,t ≡ Pi,t −
1

N

∑
i

Pi,t, (B24)

we can rewrite the FOC as

Bκσi,t+1 − σi,t + κσi,t−1 = αP̂i,t −
δα

N
, (B25)

where α ≡ 1
δ+(1+B)k and κ ≡ kα. This is a second-order difference equation that can be solved by

conventional techniques.

Lemma 1. The solution to (B25) is

σi,t =
D

B

1

λ− 1
+

1

Bλ
σi,t−1 −

1

Bkλ

∑
j=0

(
1

λ

)j
P̂i,t+j , (B26)

where D ≡ δ/(Nk), λ ≡ 1+
√
1−4Bκ2
2Bκ > 1, and, if D > 1−B, Bλ > 1.

Proof. Define
si,t ≡ σi,t−1 (B27)

and rewrite the FOC as a system,(
1 0
0 1

)(
σi,t+1

si,t+1

)
=

(
(Bκ)−1 −B−1

1 0

)(
σi,t
si,t

)
+

(
α (Bκ)−1

(
P̂i,t − δ

N

)
0

)
(B28)

or,
Wi,t+1 = QWi,t + Zi,t. (B29)

There is one real eigenvalue, λ > 1, associated with Q that lies outside the unit circle. Denote the
corresponding eigenvector by v such that

v′ (Q− λI) = 0. (B30)

Now substituting Q = λI into (B29) and premultiplying each side by v′ enables us to rewrite (B29)
as

ωi,t = − α

Bκλ

(
P̂i,t −

δ

N

)
+

1

λ
ωi,t+1, (B31)

where

ωi,t ≡ v′Wi,t = σi,t −
1

Bλ
si,t, (B32)

Since 1/λ < 1, this can be solved forward to yield (B26).�

B.3.2 The supplier’s problem

The supplier in time t chooses its price to maximize the present value of profits,∑
j=0

β̄jyi,t+j [pi,t+j − ci,t+j ] , (B33)
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subject to (B26). We assume for simplicity that each supplier i faces a flat marginal cost schedule,
ci,t+j . This can be re-expressed in terms of market shares,

Yt
∑
j=0

βt+j,tσi,t+j [Pi,t+j − xi,t+j ] , (B34)

where x ≡ c/ξ. For some results below, we will impose that x is fixed for each supplier, but that
is not necessary at this point. Again, assume βt+j,t ≡ Bj in what follows.

The FOC for the quality-adjusted price, Pi,t, is straightforward. Recalling that

P̂i,t+j ≡ Pi,t+j −
1

N

∑
ι

Pι,t+j =
N − 1

N
Pi,t+j −

1

N

∑
ι6=i

Pι,t+j , (B35)

and using (B26) to calculate that
∂σi,t+j
∂Pi,t

= −
(

1
Bλ

)j+1 N−1
Nk for j ≥ 0, we have

Pi,t − xi,t =
Nk

N − 1
Bλσi,t −

∑
j=1

1

λj
[Pi,t+j − xi,t+j ] . (B36)

This says that the supplier’s markup depends positively on its market share and negatively on future
markups. The latter feature reflects the fact that high future markups depress future market share.
As a result, if a supplier prices high in the future, it will price low now to “build a customer base.”

B.3.3 Equilibrium

We can now solve for equilibrium market shares and prices.

Market shares Defining σ≡
(
σ1 σ2 · · · σN

)′
and stacking the demand schedules in (B26)

over suppliers, we have

σt = cσ +
1

Bλ
σt−1 −

1

Bλ

N − 1

Nk

∑
j=0

1

λj
ÃPt+j , (B37)

where cσ ≡ D
B

1
λ−1 , Ã ≡ I − 1

N−1M, and M is a N × N hollow matrix where each off-diagonal
element is one and each diagonal element is zero. Similarly, collecting the suppliers’ price-setting
rules (B36) into matrix form and using (B26) to substitute out σ yields

APt = cP +
Nk

N − 1
σt−1 + κt −

∑
j=1

1

λj
APt+j , (B38)

where A ≡ I + Ã, P ≡
(
P1 P2 · · · PN

)′
, cP ≡ D Nk

N−1
λ
λ−1 ,

κt ≡
(
κ1,t · · · κN,t

)′
, and κi,t ≡

∑
j=0

1

λj
xi,t+j . (B39)

We are now prepared to characterize the dynamics of market share.
Lemma 2. Assume there is a finite ϕ such that, for all j ≥ ϕ, xi,t+j = xi for each i. Then

there is a unique, stable steady state solution to (B37), σ∗.
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Proof. Substituting for Pt in (B37) using (B38) collapses the former to

σt = C0 + Cσσt−1 −Cκκt, (B40)

where

C0 ≡ cσ −
1

Bλ

N − 1

Nk
ÃA

−1
cP , (B41)

Cσ ≡
1

Bλ

[
I− ÃA

−1]
, and Cκ ≡

1

Bλ

N − 1

Nk
ÃA

−1
. (B42)

A is indeed invertible by the Sherman-Morrison theorem. Defining J as the unit matrix (ie, the
matrix of ones) and noting that M = J− I, we have

A =

(
2 +

1

N − 1

)
I− 1

N − 1
J. (B43)

This has the form A =ηI − uvT , where η ≡ 2 + 1
N−1 ; u is a N × 1 vector with each element

equal to 1
N−1 ; and v is a N × 1 vector of ones. Since ηI is invertible, Sherman-Morrison implies

A−1 =
(
ηI− uvT

)−1
= η−1

(
I − uvT

η+vTu

)
.

The steady state solution to (B40) is

σ∗ = [I−Cσ]−1 [C0 −Cκκ] , (B44)

where κ ≡
(
κ1 · · · κN

)′
and κi = λ

λ−1xi in a steady state. To confirm that I−Cσ is invertible,
one can first prove by induction that

I− ÃA
−1

=
1

2N − 1
[NI + M] . (B45)

Again using M = J− I and the definition of Cσ, we now have that

I−Cσ =

(
1− 1

Bλ

N − 1

2N − 1

)
I− 1

Bλ

1

2N − 1
J, (B46)

which has the same form as (B43) and is thus invertible.
To establish stability, first rearrange (B40) to read

σ̂t = Cσσ̂t−1 −Cκκ̂t, (B47)

where σ̂t ≡ σt − σ∗ and κ̂t ≡ κt − κ∗. Iterating backward L periods yields

σ̂t = CL
σ σ̂t−L −

∑
l=0

Cl
σCκκ̂t−l. (B48)

If CL
σ → 0 as L→∞, the system is stable. This can be confirmed by inspection: from (B45), each

element of I− ÃA
−1

is positive and less than or equal to N/ (2N − 1) , which is in turn less than
1 for integer-valued N > 1. Since Bλ < 1, it follows that each element of Cσ lies on the unit line.�

An instructive special case of (B40) permits an even tighter characterization of market shares
along the transition to steady state.

Corollary. Assume xi,t+j = xi for all j and each i. Then suppliers that start with market
shares below (above) steady state will acquire (lose) market share monotonically until steady state
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is reached.
Proof. Suppose that, in period t−1, supplier i has market share 1 percentage point below

its steady state and, therefore, all suppliers j 6= i have, in the aggregate, market share 1 percentage
point above steady state. Since κ̂t ≡ 0, we can calculate σ̂it using the ith row of Cσ and the fact
that

∑
j 6=i σ̂jt = −1. We have

σ̂i,t =
1

Bλ

1

2N − 1
[N − (N − 1)] =

1

Bλ

1

2N − 1
> 0. (B49)

Thus, supplier i acquires market share, and continues to do so until steady state is reached.�

Prices We can next solve for equilibrium relative prices,
{
P̂i,t

}
. Leading (B38) one period and

using this to substitute for Pt+1 enables us to collapse the price setting rule to

Pt =
λ− 1

λ
A−1cP + A−1

[
κt −

1

λ
κt+1

]
+

Nk

N − 1
A−1

[
σt−1 −

1

λ
σt

]
. (B50)

Now substituting for σt using (B40) and premultiplying each side by N−1
N Ã shows that the relative

prices are

P̂t =
N − 1

N
Ã
{
F0 + (λA)−1 [Fκκt − κt+1]

}
+

1

λ
ÃA

−1
[λI−Cσ] kσt−1, (B51)

where

F0 ≡ (λA)−1
[
(λ− 1) cP −

Nk

N − 1
C0

]
, and Fκ ≡ λI +

Nk

N − 1
Cκ. (B52)

Again consider the case κt = κt+1 ≡ κ. Therefore, the evolution of market share is the exclusive

driver of movements in relative prices, and the pass through depends on ÃA
−1

[λI−Cσ] k/λ. Using
(B45), we can see that

ÃA
−1

[λI−Cσ] =

{
N−1
2N−1

(
λ− 1

Bλ
N

2N−1

)
+ 2 1

Bλ

(
1

2N−1

)2}
I

−
{
λ− 1

Bλ
2

2N−1

}
1

2N−1M,
(B53)

where we have used that M2 = 2I + M. The effect on supplier i’s relative price of a 1 percentage
point increase in own market share, matched by a 1 percentage point decline in market share among
all suppliers j 6= i, can now be calculated using the ith row of this matrix. We find that the relative
price shifts by

2k

λ

{
N − 1

2N − 1

(
λ− 1

Bλ

N + 2

4N − 2

)
+

1

Bλ

(
1

2N − 1

)2
}
> 0. (B54)

The following proposition collects the implications of the preceding results.

Proposition 3. Assume xi,t+j = xi for all j and each i. If a supplier’s market share starts below
steady state, its relative price and market share will start low but increase monotonically on the
transition to the new steady state.
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B.3.4 Quantitative Illustration

We now briefly illustrate the model’s quantitative implications. We consider a scenario in which
the initial steady state includes two suppliers. One represents Taiwan and the other refers to the
rest of the world, excluding China. Then a new supplier, China, enters. We refer to Taiwan as T ,
the rest of the world as R, and China as C. We solve for market shares and relative prices on the
transition path to the new steady state with N = 3.

There are four parameters to pin down: δ, the marginal cost of integrating an individual
supplier’s delivery into final output; k, the marginal cost of adjusting purchases from an individual
supplier; and xT and xC , the ratio of, respectively, Taiwan’s and China’s marginal cost of production
to their quality. Note that xR is normalized to 1, so xT and xC are expressed relative to the rest
of the world.

We use four moments of the data to calibrate these parameters. The parameters xT and xC
should communicate considerable information about the supplier’s market shares in the new steady
state. Consistent with Table 1, we target Taiwan’s market share of 50 percent and China’s share of
22.5 percent. Next, we have shown that, since the cost of adjusting purchases across suppliers gives
incumbents an advantage, entrants will initially set low relative prices. Hence, the adjustment cost
parameter, k, determines the size of the initial quality-adjusted discount offered by the entrant.
Consistent with Figure 2, we target a quality-adjusted discount of 30 percent one year since entry.

Lastly, we turn to δ. As noted above, δ > 0 breaks the assumption of perfect substitutes
and implies a degree of steady state quality-adjusted price dispersion. This conflicts with the
presumption in the main text that the law of one price obtains in the long run. However, the
notion of a long-run law of one price is still attractive for a few reasons. First, in other reasonable
variants of the model, a law of one price may obtain in the long run, even if the assumption of
perfect substitutes is relaxed (see Appendix B.2). The specification with δ > 0 is used here only
because it preserves the highly tractable linear-quadratic structure of the model. Second, a long
run law of one price is highly practical, since it yields measurement strategies that are simpler for
measurement agencies to implement. For these reasons, we select δ to minimize deviations from
the law of one price in the long run, i.e. PC = PT .

The results of the calibration are as follows. First, Taiwan’s relatively high quality implies a
relatively low value of xT . Specifically, we find xT = 0.8175 and xC = 1.0425. Next, the cost of
adjusting supplier mix is rather modest. We find that k = 0.36, which implies that total adjustment
costs (i.e., 0.5k ×

∑
i [∆σi,t]

2) amount to just 0.7 percent of final output (Y ) in the year of entry.
Thus, adjustment frictions do not have to be particularly large to drive the price dynamics we
observe. Lastly, δ = 0.03. The model reproduces nearly exactly the targeted long-run market
shares and the size of the initial discount. The choice of δ = 0.03 restricts the long-run difference
between TSMC and SMIC to just under 5 percent.40

Figure B.1 shows the main result of this quantification exercise. It reports China’s (the entrant)
price relative to Taiwan’s (the market leader).41 China’s quality-adjusted relative price is 30 percent
lower in the first year following entry and increases monotonically thereafter. Relative to Figure 2,

40If China’s quality-adjusted price is indeed lower than Taiwan’s, even in steady state,

then our quality-adjustment over-corrects for quality by attributing too much long-run price

variation to quality differences.
41Proposition 3 characterizes the relative price, defined as the difference between the price

level of the entrant and the arithmetic average of prices. This relative price follows a similar

53



the model tends to over-predict the rate at which China catches up in the second year after entry.
Nonetheless, the relative price does not fully settle into steady state for 5 years, which is consistent
with the data. Note that these dynamics in relative prices occur in spite of the fact that we have
restricted quality differences across suppliers to be constant over time.

Figure B.1: Quality-Adjusted Price of Entrant Relative to Market Leader

Results of model calibration, reporting the transition path for China’s quality-adjusted price
relative to Taiwan in each year following China’s entry. See text for details of the model and
calibration.

path to that in Figure B.1. For comparability to our empirical work, the figure plots the

ratio of the entrant’s price to the price of the leading-edge supplier.
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C Industry Background

This section provides additional detail on the contract semiconductor manufacturing industry as a
supplement to Section 3.

In semiconductor fabrication, transistors are created on the surface of a semiconducting wafer
through a photolithography process. Successive layers of conducting and insulating materials are
deposited on the surface of the wafer and chemically etched away in the appropriate places to
form the desired pattern of transistors and necessary interconnections. Design layout software
determines the etching pattern for each layer, which is projected onto the wafer through a “mask”
containing the desired pattern, in a process similar to developing a photograph by projecting light
through a negative. Each step of the etching process is repeated multiple times across the wafer,
resulting in a grid pattern of many copies of the chip. Once all transistors and connection layers are
complete, the chips are tested in a process called “wafer probe,” and any faulty chips are marked
to be discarded. The wafer is cut up, leaving individual chips, called “die,” that are placed inside
protective packages and connected to metal leads that allow the chip to be connected to other
components.

As discussed in Section 3, semiconductor wafer technology progresses in discrete steps, either
involving a larger wafer or a smaller line width. Because larger wafers contain more chips of a given
size, and many steps in the fabrication process are implemented for the entire wafer at once, there
are economies of scale in wafer size. The move to a larger wafer has generally reduced the cost
per die by approximately 30 percent Kumar (2007). Similarly, moving a given chip design to a 30
percent smaller line width results in cost savings of approximately 40 percent, assuming the same
number of defects in both processes Kumar (2007).

The primary drawback of smaller line widths is increased cost per wafer, particularly early in the
technology’s life span. Masks are much harder to produce when creating smaller features, and new
process technologies often result in higher defect rates and lower yields. In spite of these challenges,
the benefits of increased die per wafer and better performance have outweighed the costs of yield
reductions, which improve as the fabrication technology matures. Given the benefits of smaller
line widths, semiconductor manufacturers have steadily moved toward newer technology. This is
apparent in Figure C.1, which plots the line-width composition of sales at Taiwan Semiconductor
Manufacturing Company (TSMC), the largest contract semiconductor manufacturer.

There are a number of options regarding the chemical compounds used to create transistors and
for how the transistors are arranged to implement logical functions. The most common technol-
ogy, called complementary metal-oxide semiconductor (CMOS), a silicon-based chemical process,
accounted for 97 percent of worldwide semiconductor production in 2008 (SICAS Semiconductor
International Capacity Statistics). Other transistor arrangements, such as bipolar logic, and other
chemical processes, such as gallium arsenide (GaAs) or silicon germanium (SiGe), generally focus
on niche markets for high-frequency, high power, or aerospace devices, rather than the storage and
computational logic products comprising the majority of the CMOS market. We therefore restrict
our analysis to CMOS.

In the early 1970s, nearly all semiconductor producers were vertically integrated, with design,
wafer fabrication, packaging, testing, and marketing performed within one company. Firms that
perform both design and wafer fabrication are referred to as integrated device manufacturers (IDM).
By the mid-1970s, IDMs began moving packaging and test operations to East Asia to take advantage
of lower input costs Scott and Angel (1988); Brown and Linden (2006). In spite of offshoring
these relatively simple steps in the production process, firms maintained the more complex wafer
fabrication operations in the home country. As wafer fabrication technology advanced, however,
it became prohibitively costly for younger and smaller semiconductor firms to stay at the frontier
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of process technology. The cost of building a fabrication facility has increased nearly 18 percent
per year since 1970 and now stands at $4.2 billion IC Knowledge (2001); Global Foundries (2009).
Consequently, during the middle of the 1980s, younger and smaller firms began contracting with
larger U.S. and Japanese IDMs to produce some of their more advanced designs in the latter’s
existing facilities Hurtarte et al. (2007). Around the same time, new contract manufacturing firms
sprang up overseas that were entirely dedicated to manufacturing wafers designed by other parties.
These firms, operating principally in Asia, are known as wafer “foundries.” Taking advantage of
these new overseas facilities, a number of young U.S. semiconductor firms began outsourcing all
of their wafer fabrication. These factoryless goods producers, which have little or no in-house
manufacturing capability, are called “fabless” firms. See Bayard et al. (2015) and Bernard and
Fort (2013) for other studies of factoryless goods producers. In general, fabless firms perform chip
design and layout, and use foundries and other contractors for mask production, wafer fabrication,
packaging, and testing.

The fabless business model has grown quickly over the last 30 years. It now accounts for
about a quarter of total semiconductor industry revenue, as shown in Figure C.2. Note that the
shares in Figure C.2 are likely to understate the extent of fabless production activity because it
counts only companies that derive 75 percent or more of their semiconductor revenue from fabless
production. Many companies not counted as fabless, such as Texas Instruments, nevertheless rely
heavily on foundries. Some of the most prestigious U.S. chip makers, such as Fortune 500 firms
Broadcom and AMD, are fabless firms. The foundry and fabless firm structure creates arms-length
transactions for semiconductor wafer fabrication services that avoid price measurement difficulties
arising from transfer pricing between related parties. We focus on these arms-length transactions
in our empirical analysis.

Along with the shift from an integrated manufacturer to a foundry business model came a shift
in production capacity toward Asia, where most large foundries are located. Table 1 shows how
the share of worldwide foundry capacity has evolved in the last decade. In 2000, the majority of
foundry capacity was already in Asia, mainly Taiwan. Since then, the share of capacity in Asia as
a whole has only increased modestly, but there has been a notable shift in capacity within Asia.
In particular, China has more than tripled its share of foundry capacity, largely at the expense of
the industry leader, Taiwan. Note that the sharp increase in European capacity from 2008 to 2010
marks the founding of Global Foundries, which was the fab division of former integrated device
manufacturer AMD.

Economists have devoted substantial attention to studying semiconductor production in part
because of semiconductors’ outsized contribution to productivity growth Byrne et al. (2013), and
partly in an effort to uncover the sources of rapid constant-quality price declines observed for high-
tech products such as computers Berndt and Rappaport (2001) and communications equipment
Doms (2005); Byrne and Corrado (2015). Attention has focused on the most important semicon-
ductor components of computers, namely microprocessors Dulberger (1993); Grimm (1998); Doms
et al. (2003); Holdway (2001); Flamm (2007); Byrne et al. (2015) and memory chips Flamm (1993);
Grimm (1998); Aizcorbe (2002). There is little price variation across suppliers in these markets,
so related studies instead focus on learning-by-doing to explain stunning rates of average price
decline across suppliers. For models of learning by doing in semiconductor production, see Bald-
win and Krugman (1988), Irwin and Klenow (1994), and Flamm (1996), all of which assume the
law-of-one-price holds.

Foundries instead specialize in custom products called Application-Specific Integrated Circuits
(ASICs). These products have been the subject of limited previous research and differ from mem-
ory and processors in important ways. ASICs are produced in smaller batches, and each model
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requires a substantial investment in design. Foundries also use process technologies that are one
generation or more behind the leading edge. New process technologies are first used outside the
contract semiconductor manufacturing industry by large integrated device manufacturers that pro-
duce primarily memory chips and processors. Only when these technologies are relatively mature
do contract manufacturers begin using them to produce ASICs. Hence, the arrival of new pro-
cess technologies in the foundry market is largely determined by forces external to the contract
manufacturing industry.

Figure C.1: TSMC Sales by Line Width
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Figure C.2: Fabless Firms’ Share of Global Semiconductor Revenue

0%	  

5%	  

10%	  

15%	  

20%	  

25%	  

1993	   1994	   1995	   1996	   1997	   1998	   1999	   2000	   2001	   2002	   2003	   2004	   2005	   2006	   2007	   2008	   2009	   2010	   2011	  

Fa
bl
es
s	  S

ha
re
	  o
f	  G

lo
ba

l	  S
em

ic
on

du
ct
or
	  R
ev
en

ue
	  

Global fabless firm revenue from the Global Semiconductor Alliance (GSA) divided by global
semiconductor industry revenue from the Semiconductor Industry Association’s (SIA), Semi-
conductor Industry Bluebook.

58



D Data

In this appendix, we describe the data sources and steps taken in the construction of the dataset
used in our analysis.

D.1 Wafer Prices

As discussed in Section 4, our wafer price data come from a proprietary database of semiconductor
wafer purchases from foundries, collected by the Global Semiconductor Alliance (GSA). The survey
began in 2001, but was substantially revised in 2004, so the sample we received from GSA begins
in the first quarter of that year and ends in the last quarter of 2010 . We implement a number of
data cleaning procedures before the main analysis.

First, we impose a variety of sample restrictions. We drop observations corresponding to en-
gineering runs that occur during the design stage prior to volume production. We omit a few
observations reporting the obsolete 100mm wafer diameter. We keep only observations correspond-
ing to CMOS process technology, which dominates the foundry market, and omit other processes
that are quite distinct and serve niche markets for high-power, defense, or aerospace applications.
We also keep only observations for wafers produced by so-called “pure-play” foundries, omitting
transactions involving integrated device manufacturers (IDMs) that do both design and fabrica-
tion. Finally, we omit output of countries that focus heavily on non-ASIC products, leading us to
drop Europe, Japan, and Korea, although results including these producers are nearly identical.
Compared to the countries in our sample, foundries producing primarily in the dropped countries
derived a much larger share of their revenue from analog devices (41.5% vs. 11.0%), a larger share
from discrete devices and memory products (19.0% vs. 7.7%), and a much smaller share from com-
putational logic devices characterizing the ASIC market (35.3% vs. 70.3%) (calculations from IHS
iSuppli). The countries in our sample accounted for 86.9% of foundry revenue in 2010.

Table D.1 shows that 6,916 observations satisfy these sample restrictions. We drop an additional
663 observations for a variety of reasons. 576 observations do not report the location of produc-
tion, and 1 observation reports an implausibly large order, which distorts the price per wafer. We
confirmed with GSA that this order size must reflect misreporting. 86 observations report tech-
nologies (wafer-size, line-width combinations) for which data from IHS iSuppli (see below) report
no production in the reported country and quarter. Because the IHS iSuppli database is based
on in-person visits to each factory, we conclude these few inconsistent price reports are erroneous,
reflecting reporting error for one or more of the technological characteristics.

Finally, we combine a few closely related line widths. Any line width greater than or equal
to 500nm is combined into the 500nm code. 140 and 150nm widths are combined into the 150nm
code. 80 and 90nm widths are combined into the 90nm code. 60 and 65nm widths are combined
into the 65nm code. 40 and 45nm widths are combined into the 45nm code. In all of these cases,
one of the combined widths is vastly dominant in the market, and it would be difficult to separately
identify prices for the less prevalent line width with very few observations.
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Table D.1: Dropped Observations

Total observations 6,916

Used in analysis 6,253
Dropped 663

Missing foundry location 576
Implausibly large order reported* 1
Inconsistent 86

There may be multiple reasons to drop an observation
* Confirmed with GSA

Authors’ calculations based on GSA Wafer Fabrication and Back-End Pricing Survey.
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D.2 Semiconductor Wafer Shipments

As discussed in Section 4, we combine the transaction-level quantity information from GSA with
quantity information at the quarter × country × technology cell level from the IHS iSuppli Pure
Play Foundry Market Tracker database. This report is a census of all semiconductor foundries
worldwide, including 91 fabs belonging to 20 companies. Annual and quarterly frequency data
begin in 2000 and 2002, respectively. Characteristics provided for each fab include company of
ownership, location, wafers shipped per month at full capacity, and diameter of wafers shipped. In
addition, the report provides information on wafer shipments for specific technologies (line widths)
by company, but not by plant. For 11 of the companies covered, this information is sufficient to
construct wafer size × line width × country weights for our analysis without further assumptions.
In two cases, only one fab is active in the period we cover, and in nine cases, all the company’s fabs
employing the same wafer diameter and are located in the same country.

The remaining companies either have fabs in multiple regions, fabricate wafers of multiple
diameters, or both. In these cases, we first calculate estimates of wafer shipments by technology for
each fab, which allows us to divide production between countries for each technology. To do this, we
employ three additional resources: the partial information on the timing of technology introduction
by plant from the IHS iSuppli report; company information provided in public statments; and
extensive discussions with iSuppli personnel. Specifically, the Market Tracker lists the technologies
employed (without output shares) in each fab at the time of publication, which we have for previous
vintages of the database beginning in Q1 2010. This information allows us to construct technology-
by-country-by-quarter weights for an additional 2 companies. In these cases, each with two fabs
in operation, we were able to identify one company fab exclusively employing a single category
of legacy technology (500nm and above), leaving the remaining fab to account for the residual
company production.

In the remaining 7 cases, to calculate shipments by technology, we need further information
about the technology employed at specific plants. A search of company press releases and industry
press reports yielded information on the timing of introduction of particular line widths at specific
fabs in several cases, but information on the relative importance of each technology by fab is not
available. To fill this gap we appeal to information on industry norms gathered from iSuppli and
other reports and discussions with industry analysts. We assume that several rules hold in general:
(1) fabs add new technologies progressively, adding a line width more advanced than all technologies
used in previous periods; (2) fabs ramp up output of new technologies linearly over a four-quarter
period; (3) companies introduced new technologies first at the company’s most advanced fab; (4)
when not ramping a new technology, fabs split production evenly among the 2-4 technologies in
production. Individual companies often required judgmental deviations from these rules based on
information regarding specific fabs to match the overall company technology mix.

Table D.2 shows the specific assumptions we made for each foundry in generating the weights.
We have made available the resulting quantities by country, wafer size, line width, and quarter at
http://www.andrew.cmu.edu/user/bkovak/bkm_semicon_data/index.html
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Table D.2: Technology Assumptions by Foundry

Company
# of
Fabs

# of
Countries

# of Wafer
Diameters Notes on Assumptions

Altis Semiconductor 1 1 1
ASMC 3 1 2 Small diameter fab produces legacy technology.

Large diameter fab produces remaining, more advanced technology.
CRMC 4 1 2 All fabs are same diameter until 2009.  No assumptions needed.

2009-2011: small diameter fabs produce all reported legacy technology and 
amount of 350nm indicated by historical pattern.
Remaining shipments from large diameter fabs.

Dongbu Hi Tek 2 1 1
Episil 4 1 1
Globalfoundries/ Chartered 11 2 3 2004-2008: Single country

Small diameter fab capacity split evenly between 350nm and legacy 
technology. Large diameter fabs produce all shipments using 130nm and more 
advanced technology.  Medium diameter fabs produce remaining, more 
advanced technology.
2009-2011: Begin with 2008 mix from existing locations.  Ramp up 65nm and 
45nm with timing indicated in reports.  Residual is production in single 
remaining location.

Grace 2 1 1
He Jian 2 1 1
HHNEC 3 1 1
HuaLi 1 1 1
Landshunt Silicon Foundry GmbH 2 1 1
Phenitec 3 1 1
Silterra 3 1 1
SMIC 10 1 2 All 150nm and less advanced technology produced at medium-diameter fabs.

All 65nm and 90nm is produced at large-diameter fabs.  Assign 130nm 
production based on guidance from industry analysts.

SSMC 1 1 1
TowerJazz 5 3 2 Small diameter fab produces 350nm and legacy technology.

Remainder split among other locations proportional to capacity.
TSMC 13 4 3 Production at one location known with certainty.  

Second set of fabs known to be divided between 250nm and 350nm, assumed 
to be split evenly.  
Third set of fabs assumed to be split evenly among 5 technologies (130nm, 
150nm, 250nm, 350nm, 500nm)
Small diameter fab accounts for nearly all legacy technology and small share 
of 350nm & 250nm.  Small amount of legacy production in second location 
indicated by data.
Large diameter fabs account for all production using 90nm and more advanced 
technologies.  Residual capacity at these fabs split evenly between 130nm, 
150nm, and 180nm until drawing down to minimal to offset ramp-up of 65nm 
technology.
Residual goes to medium diameter production at remaining location.

UMC 12 3 3 Production at one location known with certainty.
Small diameter fab split evenly between 350nm and legacy technology.
Remaining 350nm and legacy technology and all 150nm, 180nm, and 250nm 
production from medium-diameter fabs.
Large diameter fabs account for all production using 65nm and more advanced 
technologies.
assumptions required to split 90nm-130nm between 200mm and 300mm.  
2008-2011:  Remaining medium-diameter capacity split evenly between 90nm 
and 130nm.  Residual production using these technologies at large-diameter 
fabs.

Vanguard 2 1 1
X-Fab Semiconductor Foundries AG 6 4 2 Split legacy technology production between small-diameter fabs in two 

locations proportional to capacity.  350nm at known location, medium 
diameter.  Residual is implied at third location.

Notes:  All companies require an estimate of the share of production using CMOS process.
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D.3 Weight Construction

While the transactions in the GSA database are representative of the global industry, the limited
sample size leads to volatile quantity information in each quarter × country × technology cell, when
calculated using the GSA transaction sizes alone. To avoid this sampling volatility, we supplement
the GSA quantity information with data from IHS iSuppli, described in the previous section.
Because this data source covers all shipments of all global foundries, it yields quantities in each
cell that are much more stable over time than those from the GSA sample. We construct quantity
weights for each transaction by first applying the IHS iSuppli shipments to each quarter × country
× technology cell and then apportioning that quantity to each transaction in the cell proportionally
to the transaction quantity reported in the GSA data. Thus, the IHS iSuppli census determines the
relative weight across cells, while the GSA data determine the relative weight across transactions
within each cell. Appendix E.1 shows the main results with alternative weighting assumptions,
yielding similar results.

D.4 Entry Timing

The time of entry for the last supplier among Taiwan, China, and Singapore was assessed using
data from the IHS iSuppli Pure Play Foundry Market Tracker. The iSuppli data are provided
three ways, including annual (quarterly) company wafer shipments by feature size beginning in
2000 (2003), annual (quarterly) capacity by fab beginning in 2000 (2002), and annual (quarterly)
company capacity by line width beginning in 2000 (2002). Because each fab has a unique wafer size,
and the only important Chinese foundry at the time (Semiconductor Manufacturing International
Corporation, SMIC) employed 200 mm wafers exclusively in the early 2000s, combining these
data unambiguously determines the year of Chinese for each technology introduced from 2001 to
2003. Identifying the quarter of introduction within 2002 required an assumption that SMIC began
producing technologies in decreasing order of line width during the year. The oldest technologies
were omitted from the entry analysis, as these were present years before Chinese firms entered the
foundry market. In all technologies except one, China was the last country to enter the market. In
the case of 300mm 130nm wafers, Singapore entered last, coinciding with the opening of Chartered
Semiconductor’s first 300mm fab. The resulting entry timing is shown in Table D.3.

China’s delayed entry into the market for each technology results from a number of factors.
First, Chinese foundries have less expertise introducing new technologies to the foundry market.
New technologies are first implemented by vertically integrated processor and memory manufac-
turers. Later, these technologies are adapted to the contract manufacturing industry, generally by
leading-edge producers in Taiwan. 8 to 12 quarters later, trailing-edge producers such as those
in China adopt the technology, and by this point it is a few generations behind the leading-edge
technologies in the processor and memory markets.

There are also explicit policies restricting the transfer of leading-edge technologies to producers
in China. The Wassenaar Arrangement on Export Controls for Conventional Arms and Dual-Use
Goods and Technologies, is a multilateral export control agreement that allows participating coun-
tries to restrict trade in so-called “dual-use” technologies, which can be used in both conventional
goods and in weapons systems. Integrated circuits fall under Category 3 of the dual-use list covered
by the arrangement, allowing participating countries to restrict the sale of the latest semiconductor
manufacturing equipment. Based on 2006 Gartner reports, essentially all such equipment is pro-
duced in Europe, Japan, or the U.S, all of which are Wassenaar Arrangement participants. While it
is plausible that these export restrictions slow the diffusion of new technologies to Chinese produc-
ers, the fact that individual countries have discretion over what products to restrict may limit the
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Arrangement’s practical effect on the transfer of semiconductor fabrication technology Brown and
Linden (2006). The Taiwanese government imposes strictly binding export control restrictions for
a variety of semiconductor related technologies. For example, TSMC has consistently faced limits
on the technologies it may produce at their fab in Shanghai LaPedus (2010). Many current and
former managers at foundries and fabless firms with whom we spoke cited these Taiwanese govern-
ment restrictions as the most important barriers to adoption of the most advanced semiconductor
fabrication technologies.

Endogenous technology adoption on the part of Chinese foundries could pose a problem for
our measurement technique if it precedes relative quality improvement between China and Taiwan
within an individual technology. This could occur if Chinese foundries improve their relative quality
over time, enter the market once relative quality exceeds some threshold, and continue to improve
their quality relative to Taiwan. There are two reasons to discount this possibility. First, the
technology transfer restrictions just described limit the ability of Chinese foundries to adopt the
newest technologies. Second, as discussed in detail in Appendix F, the primary potential source
of quality differences across foundries is the yield, the share of chips on a wafer that function
correctly, and there is minimal scope for or evidence of relative yield improvement between Chinese
and Taiwanese foundries once volume production begins. Endogenous technology adoption related
to costs rather than quality will have no impact on our measurement technique, as costs do not
appear in the target exact index, (2), or our proposed index, (8).
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Table D.3: Last Supplier Entry Timing

Wafer	  Diameter Line	  Width Entry	  Period Last	  Entrant
150	  mm 500	  nm .
150	  mm 350	  nm .
200	  mm 500	  nm .
200	  mm 350	  nm 2002	  Q1 China
200	  mm 250	  nm 2002	  Q2 China
200	  mm 180	  nm 2002	  Q3 China
200	  mm 150	  nm 2003	  Q4 China
200	  mm 130	  nm 2005	  Q1 China
300	  mm 130	  nm 2005	  Q2 Singapore
300	  mm 90	  nm 2007	  Q3 China
300	  mm 65	  nm 2009	  Q1 China

Quarter in which the last supplier among Taiwan, China, and Singapore started production
for each process technology. Authors’ calculations based on IHS iSuppli data.
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E Supplementary Empirical Results

E.1 Alternate Hedonic Regression Results

Table E.1 presents a version of Table 3 with an alternative weighting scheme that weights all
transactions equally. The pattern of coefficients across countries is quite similar to the main results,
but the magnitudes are quite a bit larger, particularly in column (1), which does not include controls
for product attributes. When technology controls are included, the magnitudes are closer to those
in Table 3 and maintain the same ranking across countries. Since the magnitudes are still larger in
columns (2) - (4) of Table E.1, the main results are conservative.

Table E.2 weights the transactions using only quantity information from the GSA data (omitting
the IHS iSuppli information). Again, the unconditional price gaps in column (1) are much larger
than those in the main results, but once we include technology controls in columns (2) - (4), the
results are very similar to those in Table 3.

Table E.3 presents heteroskedasticity robust standard errors, without clustering. We present
this alternative to confirm that the main results in Table 3, which are clustered by quarter, yield
larger standard errors in the vast majority of cases and hence are conservative.
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E.2 Singapore vs. Taiwan Price Dynamics

Although Singapore constitutes a much smaller share of the overall market than Taiwan and China
(see Table 1), we include it in our index calculations to demonstrate how to construct the quality-
adjusted unit value index with multiple suppliers. Figure E.1 shows the price gap analysis for
Singapore / Taiwan price ratios, paralleling the results for China in Figure 2. As with China, Sin-
gapore exhibits prices below those in Taiwan early in the life of each technology, and a convergence
in the relative prices over time, suggesting long run price differences more closely reflect quality
differences than price differences shortly after the last supplier enters the market.

Figure E.1: Closing Singapore / Taiwan Price Gap
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The x-axis measures the number of quarters since the last supplier began producing the
relevant technology. The y-axis measures the Singapore/Taiwan price ratio. The gray dashed
line shows the raw quarterly price ratio data for the 200mm 180nm technology, which had the
largest market share during our sample period. We construct similar series for all technologies
and then average the price ratios across technologies in each quarter to generate the solid
black line, which exhibits a closing price gap over time. The dashed black line shows predicted
values from a within-technology quadratic trend estimated using technology fixed-effects.
The light dotted lines show a 90 percent confidence interval around the quadratic prediction.
The black diamond shows the point on the quadratic trend that we use to measure the “long-
run” price ratio between Singapore and Taiwan for the purposes of quality adjustment.
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E.3 Within-Technology Price Variation Explained by Supplier

As frictions dissipate following the last supplier’s entry, we expect relative prices across suppliers to
converge. Figure 2 shows converging prices for China and Taiwan, and the previous section showed
the same for Singapore and Taiwan. Here, we present an alternative analysis that shows converging
prices across all suppliers, as opposed to individual pairs of suppliers.42

Frictions drive price variation across suppliers for otherwise identical goods. As the effects of
frictions dissipate, we should see that supplier identity accounts for a declining share of within-
technology price variation as time elapses following the last supplier’s entry. We first partial out
variation related to observable characteristics by regressing log prices and supplier indicators on
technology indicators (wafer size line width), layer and contract size controls, and calendar quarter
indicators (results are very similar when omitting calendar quarter indicators). The residuals
from these regressions retain variation that cannot be explained by observable characteristics or
calendar time. We then regress these within-technology log price residuals on supplier residuals.
The R2 in this regression reflects the share of within-technology price variation explained by supplier
information. In Table E.4, we estimate this regression separately for observations in each year
following the last supplier’s entry and report the R2 values. As expected, they decline monotonically
over time, demonstrating that supplier country accounts for less and less of the within-technology
price variation as time elapses following the last supplier’s entry.

Table E.4: Share of Within-Technology Price Variation Explained by Supplier

Quarters	  since	  Chinese	  entry: 1-‐4 5-‐8 9-‐12 13-‐16 17-‐20

Share	  of	  within-‐technology	  price	  

variation	  explained	  by	  supplier	  (R2)
0.657 0.506 0.227 0.197 0.170

Data and sample identical to that in Table 3. R2 values report the share of within-technology
price variation accounted for by supplier country in each year following the entry of the last
supplier into the market for the transaction’s technology. The dependent variable is the
log wafer price residual after controlling for wafer size, line width, layer, contract size, and
calendar quarter controls, as in Table 3. Independent variables are country indicator residuals
for China, Malaysia, Singapore, and the USA (Taiwan is the omitted category), using the
same controls.

42Thanks to an anonymous referee for suggesting this analysis.
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F Yields

F.1 Incidence of Yield Risk

It is common for contract manufacturing service providers to bear the contractual risk of defective
products.43 If a fraction of the products produced are defective, the supplier must simply produce
more to fill an order for a certain number of functional products. In this case, changes in yields
have no effect on the service quality perceived by buyers. Instead, they just raise the supplier’s cost
of fulfilling a given order. However, if yields fall low enough, the producer may not have sufficient
capacity to fill the buyer’s order in a timely fashion. If low yields lead to missed delivery dates or
unfilled orders, then quality would still be affected irrespective of the contractual arrangement.

In the contract semiconductor manufacturing industry, buyers and producers explicitly share
the risk if yields fall below expectations. Although foundry contracts are often closely guarded, we
have examined a number of contracts appearing as exhibits in semiconductor companies’ annual
10-K filings with the U.S. Securities and Exchange Commission. Most define a minimum acceptable
yield, above which the buyer agrees to purchase the wafer and below which the supplier must replace
the wafer free of charge. As an example, a contract between communication device maker Integrated
Device Technology, Inc. and the foundry Taiwan Semiconductor Manufacturing Corporation states
that “If the Minimum Yield is not set forth in the applicable Specifications, the Minimum Yield shall
be set to sixty-five percent (65%) of the average Yield of the first three hundred (300) completed
Wafers for such Product” Integrated Device Technology, Inc. (2012).

Given that buyers explicitly face the yield risk above the minimum yield threshold and may
also face risk below that threshold if very low yields lead to supply disruptions, low yields are a
plausible source of quality variation across suppliers. However, the following sections show that in
practice there is little scope for yield variation across suppliers.

F.2 Scope for Yield Variation

When producing interchangeable commodity products such as memory or general-purpose proces-
sors, yields are a primary concern. Producers in these markets use only the newest technologies
(largest wafer sizes and smallest line widths) in an effort to produce more powerful processors or
higher capacity memory chips at lower cost than their competitors. Higher yields lower the cost per
functional chip and allow a supplier to more effectively compete. In contrast, foundries use older
technologies in which yield rates are already relatively high. Foundries mainly produce custom
products according to the buyer’s specifications rather than commodity products in which small
cost differences can determine success or failure.

Because foundries use relatively mature technologies, there is less scope for yield improvements
in their production processes than for firms using the leading-edge production technology. Figure
F.1 replicates Figure 1 from Bordelon and Maniar (2006), showing a hypothetical yield curve broken
into three stages of production. First, a new production technology is introduced with low yields.
During this “process integration” stage, the foundry works to identify and address the sources of
yield problems. During the “pilot production” stage. the foundry implements potential customers’
designs with the intention of improving yields to a point where the production process becomes
economically feasible. Finally, once yields are quite high, “volume production” begins. Breaux and
Collins’s (2007) chapter in the Handbook of Semiconductor Manufacturing Technology provides a
very similar treatment of yield evolution (see their Figure 27.4).

43Thanks to Teresa Fort for helpful discussions on this topic.
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Figure F.1: Yield Evolution

Replicates Figure 1 from Bordelon and Maniar (2006), showing that the vast majority of
yield increases occur prior to volume production.

Although Figure F.1 is stylized, it captures the fact that the vast majority of yield improvements
occur before the foundry begins volume production of its customers’ designs, and remaining yield
improvements are minimal once volume production has begun. In our analysis, we restrict attention
to this volume production stage because this is the phase in which price measurement agencies
would observe transactions between foundries and their customers. Doing so means that we should
expect little variation in yields over time for each technology, because yields are already close to
their long-run level by the time volume production begins at a given foundry.

The empirical analysis in the following section confirms this expectation as did our many conver-
sations with managers at foundries and fabless firms. We had extensive conversations on this issue
with a design manager at LSI Corp., a major U.S. fabless firm; the CEO and Managing Director of
a large Korean fabless firm; and the GSA Supply Chain Performance Working Group, an advisory
panel consisting of executives and managers from various fabless firms. These foundry customers
universally reported receiving similar service from the major Taiwanese and Chinese foundries in
terms of both yields and timeliness.

F.3 Yield Data Analysis

The most detailed yield information we were able to obtain comes from PDF Solutions, Inc., which
provides yield improvement systems and services to foundries worldwide.44 They provided defect
density data for two foundries, the best-in-class leading foundry and a trailing foundry, for 65nm
technology. To maintain firm confidentiality, we will not identify the firm names. We calculated
predicted yields from the defect-density information using the standard Poisson yield model for
a 50mm2 chip, which is a representative size for 65nm technology. Figure F.2 shows the results.
While we are not permitted to report specific yield values on the y-axis, we have labeled its scale,
allowing us to measure yield growth over time and to compare yields between the two foundries.
The leading foundry began working with this technology at the end of 2004, but did not begin

44Thanks to Andrzej Strojwas for providing this information.
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volume production runs until Q4 2006. The trailing foundry began pilot production in Q1 2007
and started volume production in Q1 2009.

Figure F.2: 65nm Yields for Leading and Trailing Foudries
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Authors’ calculations based on defect density information from PDF Solutions, Inc. For
confidentiality reasons, we cannot report the location of the Y-axis, but only the scale; the
gap between tick marks represents a yield difference of 5 percentage points.

This figure highlights three important points. First, the vast majority of yield improvements for
the trailing foundry occur during pilot production, with yields increasing by less than 2 percentage
points after beginning volume production. In contrast, the leading foundry does begin volume
production at relatively low yields, which seems intuitive; it faces relatively little competition at
this point in the product life cycle, so buyers will accept lower yields. But our identification
of long-run quality differences is not sensitive to leading-edge yields prior to the entry of new
suppliers. Second, although the trailing foundry does not converge to the same yield level as the
leading foundry, the yield difference between leading and trailing foundries is quite constant over
time, declining by only 0.4 percentage points after the trailing foundry begins volume production.
Third, more than 90 percent of this minor yield convergence is realized within 6 quarters. These
observations make clear that yield differences and dynamics do not drive the price dynamics seen
in Figures 1 and 2. Relative yields barely change following trailing supplier entry, in contrast with
clear price convergence. What little yield convergence that does occur happens very quickly; the
process of price convergence is far slower, taking about 5 years.

While yield differences are unable to explain the observed price dynamics, yields may explain
a portion of the long-run quality difference that we infer in Section 5. In Figure F.2, the two
foundries exhibit long-run yield differences of 3.7 percentage points, which could account for about
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40 percent of the 8.5 percent quality difference we infer between China and Taiwan, for example.
Expanding our analysis to additional technologies (other than 65nm) involves a tradeoff in

terms of the detail of the yield data. From Q4 2004 to Q3 2008 the GSA survey included a question
reporting yields for all technologies, but only in the following four ranges: 0-25, 26-50, 51-75, and
76-100 percent. Table F.1 tabulates these yield ranges for each supplier country. No observations
report a yield below 76% for a transaction produced by a Chinese supplier, so there is no evidence
of far lower yields for Chinese foundries than for Taiwanese foundries. The lack of variation also
means that controlling for yield-range indicators in Table 3 would have no effect on measured price
dispersion across suppliers.

Table F.1: Yield Ranges

Yield Range: 0-25% 26-50% 51-75% 76-100%
China 0.0 0.0 0.0 100.0
Malaysia 0.0 0.0 0.0 100.0
Singapore 0.0 0.0 6.3 93.7
Taiwan 0.0 1.8 4.6 93.7
United States 0.0 0.6 8.1 91.3

Share of volume production transactions from each country reporting yields in the relevant
range. Observations represent individual semiconductor wafer transactions from GSA data,
weighted as in Table 3. Yield range measure available from Q4 2004 to Q3 2008. 3,208
nonmissing observations.

Because there is variation in the yield range measure for Taiwanese products, we can use it to
look for evidence of yield improvements over time within technology. Figure F.3 shows the share of
Taiwanese wafers reporting 76-100 percent yields in each quarter for each technology with nontrivial
Taiwanese output during our sample period.45 Note that zero for this measure does not imply zero
yield, but simply that none of the wafers fall in the highest yield range in Table F.1. If Taiwanese
producers exhibit substantial yield improvements over time, we expect to see systematically upward
sloping lines for each technology, at least in earlier time periods. We do not see this pattern. There
are a handful of quarters in which a very small share of Taiwanese wafers have high yields, but
the profiles are as likely to slope downward as they are to slope upward. Although the yield range
measure is rough, these patterns are consistent with the expectation that yields are relatively stable
over time once volume production is reached.

45Thanks to an anonymous referee for suggesting this analysis.
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Figure F.3: Share of Taiwanese Wafers with 76-100% Yield
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Authors’ calculations based on GSA data. Each dot records the share of wafers produced in
Taiwan that report yields in the 76-100% range in the quarter listed on the x-axis.
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At our request, GSA added a continuous yield question to the Q3 2011 survey, in which respon-
dents reported the yield as a share between 0% and 100%. Because this question is available only in
one quarter, it does not allow us to track technologies over time. There was also a very high (60%)
rate of non-response, which sharply reduces the power of any tests of yield differences across suppli-
ers. That said, the available information supports the industry perception that Chinese yields are
not substantially lower than those in Taiwan. Column (1) of Table F.2 examines yield differences
across suppliers using a specification similar to that in Table 3. Although the supplier location
coefficients are imprecisely estimated, there is no evidence for lower yields at Chinese producers
(note that the Malaysia coefficient cannot be estimated due to a lack of valid yield data). Moreover,
column (2) shows that, if anything, observations corresponding to Chinese transactions were more
likely to have a valid value for the continuous yield measure, which is inconsistent with the notion
that customers were simply less likely to report their lower yields from Chinese foundries.

While the power of these analyses using GSA data is curtailed by a lack of detail in the yield
measure or by substantial non-response, the results all point to similar yields across suppliers,
consistent with our discussions with industry insiders. As a whole, the empirical evidence strongly
supports our assumption of constant relative quality of goods produced by Chinese and Taiwanese
foundries.
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Table F.2: Continuous Yield Analysis, Q3 2011

Dependent Variable:
Coefficient Std. Err. Coefficient Std. Err.

Foundry Location
China 0.485 (1.419) -0.308 (0.133)**
Malaysia . . 0.189 (0.132)
Singapore -5.954 (6.471) 0.141 (0.109)
United States -0.470 (1.945) -0.002 (0.106)

Wafer Size x Line Width Indicators X X

Number of Metal Layers 0.754 (0.467) 0.040 (0.033)
Number of Polysilicon Layers -0.368 (1.637) 0.139 (0.069)**
Number of Mask Layers -0.246 (0.122)** -0.010 (0.008)
Epitaxial Layer Indicator 0.650 (1.313) -0.199 (0.084)**

log Number of Wafers Contracted 0.352 (0.350) 0.004 (0.017)

R-squared 0.254 0.113
Observations 106 265

yield (in percent, 0...100) indicator for missing yield
(1) (2)

Column (1) examines cross country differences in yields, as reported in the continuous yield
question in Q3 2011, while column (2) examines differences in the probability of reporting
a valid (nonzero) yield, using a linear probability model. Observations represent individual
semiconductor wafer transactions from GSA data. Sample restricted to Q3 2011 for avail-
ability of continuous yield measure. Baseline case (omitted category) is a 200mm 180nm
wafer produced in Taiwan. Robust standard errors in parentheses, * significant at 10l, ** 5,
*** 1 percent level
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G CES Quality Inference

In this section, we implement a standard quality inference procedure following the international
trade literature (see footnote 4 for references). We assume that buyers maximize a nested CES
objective function over technologies k and suppliers j in each quarter t.

Ut = Πku
bk
kt where

∑
k

bk = 1, bk ≥ 0 ∀k, and (G1)

ukt =

∑
j

(ξjktyjkt)
σ−1
σ

 σ
σ−1

(G2)

where y is the quantity purchased and ξ is the variety’s quality. With this objective function,
demand is given by

ln yjkt + σ ln pjkt = ln(EktP
σ−1
kt ) + ln(ξσ−1jkt ), (G3)

where pjkt is the price, Ekt is expenditure, and Pkt = (
∑

k

∑
j p

1−σ
jkt ξ

σ−1
jkt )

1
1−σ is the CES price index

for technology k in year t.
We follow the estimation strategy in Khandelwal et al. (2013). Given an estimate of σ, the

left hand side of (G3) is observable. The first term on the right hand side can be captured by a
technology × year fixed effect, αkt, so we estimate the following specification

ln yjkt + σ ln pjkt = αkt + εjkt. (G4)

Each product’s log quality can be inferred from the estimated residual as

ln ξ̂jkt =
ε̂jkt
σ − 1

. (G5)

We then calculate quality relative to Taiwan (j = 1) for each technology as exp(ln ξ̂jkt − ln ξ̂1kt)
and average across technologies and quarters to yield a summary measure of relative quality, for
comparison to the estimates in Section 5 (results are very similar using the median rather than the
mean).

To implement this process, we need an estimate of σ. We follow Khandelwal et al. (2013) in
drawing elasticity estimates from Broda et al. (2006). We use estimates for the semiconductor
industry, HS 854, and consider a very wide range of values including the 5th percentile (1.34),
median (3.26), 95th percentile (25.03), and the maximum value (125.24). The results appear in
columns (1) and (2) of Table G.1. The estimate 0.446 in column (1), corresponding to the median
substitution elasticity, implies that Chinese wafers provide 55.4 percent fewer effective units than
otherwise equivalent Taiwanese wafers. Even the highest estimate in column (1) suggests that
China’s quality is 18.5 percent lower than Taiwan’s, which is more than twice the size of the
quality gap we infer using long-run prices (8.5 percent) in Section 5. Thus, irrespective of the
substitution elasticity, all estimates in the table are far below the relative quality estimates we find
when using long-run price differences.

Why do the two approaches yield such different answers? The main text assumes that identical
technologies produced in different countries are perfect substitutes. As the elasticity of substitution
becomes arbitrarily large in the CES context, the model infers that price differences can only persist
if they exactly reflect quality differences. Hence, for the highest value of sigma, the model infers
that Chinese quality is 18.5 percent lower than Taiwanese quality, which is comparable to the
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estimated China fixed effect in the hedonic regressions (Table 3, column (2)). This is about twice
as large as our estimate of the quality gap in Section 5. Our framework allows for the possibility
that a substantial share of China’s discount reflects its attempt to attract market share in the face
of large market frictions. In contrast, this price discount pulls down the CES-based estimate of
relative Chinese quality.

Now consider the influence of lowering the elasticity of substitution. This places more weight
on quantity (as opposed to price) in the quality inference equation (G4). In this case, a strong
taste for variety tends to compress the distribution of market shares, all else equal. Therefore, if
a supplier nonetheless captures a relatively high market share, it must have much higher quality.
As a result, the model infers from Taiwanese market share that Chinese quality is dramatically
lower–just 44.6 percent of Taiwan’s when using the median substitution elasticity. Our framework
instead recognizes that China’s share reflects, in part, how market frictions slow the reallocation of
market share to new entrants.

This exercise shows how standard quality-inference procedures assuming frictionless product
markets systematically understate the relative quality of new entrants in the presence of frictions.

Thus far, we have applied (G4) at the individual technology level, but in practice much research
in trade and quality does not have access to such detailed data. All of the products in our data fall
within a single 10-digit HS code, 8542.21.80.05. Thus, in standard trade data, the researcher would
not be able to distinguish between the various technologies (wafer size and line width) indexed by
k above. To see the implications of this lack of product detail, we implement an alternative version
of the quality inference procedure that ignores differences in wafer technology and only considers
differences in supplying country j. In this case, the demand equation is

ln yjt + σ ln pjt = ln(EtP
σ−1
t ) + ln(ξσ−1jt ), (G6)

where the CES price index in quarter t is Pt = (
∑

j p
1−σ
jt ξσ−1jt )

1
1−σ . We replace the first term on the

right side with a time fixed effect, and estimate

ln yjt + σ ln pjt = αt + εjt, (G7)

inferring quality as above.
The results appear in columns (3) and (4) of Table G.1. China’s quality relative to Taiwan is

inferred to be even lower than before, which is to be expected. By omitting product technology
information, we are comparing the mix of Chinese products to the mix of Taiwanese products in
a given quarter. In Table 3 we showed that the unconditional relative price for Chinese products
(column (1)) is much lower than the relative price controlling for product mix (column (2)), because
China produces more trailing-edge products than Taiwan. By omitting technology information, it
becomes part of the unobserved quality attributes reflected in the estimates in Table G.1, ampli-
fying the inferred differences between the trailing-edge entrants and the more advanced incumbent
producers in Taiwan.
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Table G.1: Quality Relative to Taiwan, Inferred From CES Demand Without Frictions

(1) (2) (3) (4)
Product definition:

Elasticity of substitution China Singapore China Singapore

1.34 (5th percentile) 0.019 0.011 0.001 0.002

3.26 (median) 0.446 0.454 0.228 0.351

25.03 (95th percentile) 0.769 0.864 0.564 0.777

125.24 (max) 0.815 0.919 0.604 0.831

country × technology country

Product quality estimates for China and Singapore relative to Taiwan, inferred from stan-
dard CES demand, following Khandelwal et al. (2013). The numbers in the table correspond
to ξj/ξTaiwan where j ∈ {China,Singapore}; 0.446 in column (1) implies that Chinese prod-
ucts provide 55.4 percent fewer effective units than otherwise equivalent Taiwanese products.
Elasticities of substitution come from Broda et al. (2006) for HS 854, which contains inte-
grated circuits. Results are shown using the 5th percentile, median, 95th percentile, and
maximum value estimated by Broda et al. (2006) for this industry. Columns (1) and (2)
define varieties based on supplier country and technology (wafer size and line width), while
columns (3) and (4) define varieties based on country only. Since all technologies fall within
a single 10-digit HS code, columns (3) and (4) correspond more closely to the level of detail
available in standard trade datasets.
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