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Introduction

Although contemporary model theory has been called “algebraic geometry mi-

nus fields” [15], the formal methods of the two fields are radically different. This

dissertation aims to shrink that gap by presenting a theory of “logical schemes,”

geometric entities which relate to first-order logical theories in much the same

way that algebraic schemes relate to commutative rings.

Recall that the affine scheme associated with a commutative ring R consists

of two components: a topological space Spec(R) (the spectrum) and a sheaf of

rings OR (the structure sheaf). Moreover, the scheme satisfies two important

properties: its stalks are local rings and its global sections are isomorphic to

R. In this work we replace R by a first-order logical theory T (construed as

a structured category) and associate it to a pair (Spec(T),OT), a topological

spectrum and a sheaf of theories which stand in a similar relation to T. These

“affine schemes” allow us to import some familiar definitions and theorems from

algebraic geometry.

Stone duality for first-order logic: the spectrum Spec(T)

In the first chapter we construct M = Spec(T), the spectrum of a coherent

first-order logical theory. M is a topological groupoid constructed from the

semantics (models and isomorphisms) of T, and its construction can be regarded

as a generalization of Stone duality for propositional logic. The construction is
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based upon an idea of Joyal & Tierney [19] which was later developed by Joyal

& Moerdijk [18] [17], Butz & Moerdijk [8] and Awodey & Forssell [11, 5].

Points of the object space M0 are models supplemented by certain vari-

able assignments or labellings. Satisfaction induces a topology on these points,

much as in the classical Stone space construction. As in the algebraic case, the

spectrum is not a Hausdorff space. Instead the topology incorporates model

theoretic information; notably, the closure of a point M ∈ M (i.e., a labelled

model) can be interpreted as the set of T-model homomorphisms mapping into

M .

Every formula ϕ(x1, . . . , xn) determines a “definable sheaf” [[ϕ]] over the

spectrum. Over each model M , the fiber of [[ϕ]] is the definable set

stalkM ([[ϕ]]) = ϕM = {a ∈ |M |n | M |= ϕ(a)}.

The space [[ϕ]] is topologized by the terms t which satisfy ϕ(t); each of these

defines a section of the sheaf, sending M 7→ tM ∈ ϕM .

Although [[ϕ]] is nicely behaved its subsheaves, in general, are not. The

problem is that these typically depend on details of the labellings which have

no syntactic relevance. To “cancel out” this effect we appeal to T-model isomor-

phisms. Specifically, we can topologize the isomorphisms between models, turn-

ing Spec(T) into a topological groupoid. Each definable sheaf [[ϕ]] is equivariant

over this groupoid, which is just a fancy way of saying that an isomorphism

M ∼=M ′ induces an isomorphism ϕM ∼= ϕM
′
for each definable set.

The pathological subsheaves, however, are not equivariant; any subsheaf

S ≤ [[ϕ]] which is equivariant must be a union of definable pieces [[ψi]], where

ψi(x) ⊢ ϕ(x). Moreover, S itself is definable just in case it is compact with

respect to such covers. This reflects a deeper fact: Spec(T) gives a presentation

of the classifying topos for T. That is, there is a correspondence between T-

models inside a topos S (e.g., Sets) and geometric morphisms from S into the

topos equivariant sheaves over Spec(T).
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Since any classical first-order theory can be regarded as a coherent theory

with complements, this gives a spectral space construction for classical first-

order logic. We close the chapter with an elementary presentation of this con-

struction, and prove a few facts which are specific to this case.

Theories as algebras: the logic of pretoposes

In the second chapter we recall and prove a number of well-known facts about

pretoposes, most of which can be found in either the Elephant [16] or Makkai &

Reyes [27]. We recall the definitions of coherent categories and pretoposes and

the pretopos completion which relates them. Logically, a pretopos E = ET can

be regarded as a coherent first-order theory T which is extended by disjoint sums

and definable quotients; formally, this corresponds to a conservative extension

T ⊆ Teq which is important in contemporary model theory.

We go on to discuss a number of constructions on pretoposes, including the

quotient-conservative factorization and the machinery of slice categories and

localizations. In particular, we define the elementary diagram, a logical theory

associated with any T-model, and its interpretation as a colimit of pretoposes.

These are Henkin theories: they satisfy existence and disjunction properties

which can be regarded as a sort of “locality” for theories.

We also demonstrate that the pretopos completion interacts well with com-

plements, so that classical first-order theories may be regarded as Boolean pre-

toposes. Similarly, quotients and colimits of theories are well-behaved with

respect to complementation, so that the entire machinery of pretoposes can be

specialized to the classical case.

Sheaves of theories and logical schemes

The third chapter is the heart of the disseration, where we introduce a sheaf

representation for logical theories and explore the logical schemes which arise

5



from this representation. The most familiar example of such a representation is

Grothendieck’s theorem that every commutative ring R is isomorphic to the ring

of global sections of a certain sheaf over the Zariski topology on R. Together

with a locality condition, this is essentially the construction of an affine algebraic

scheme. Later it was shown by Lambek & Moerdijk [22], Lambek [23] and

Awodey [1, 2] that toposes could also be represented as global sections of sheaves

on certain (generalized) spaces. The structure sheaf OT is especially close in

spirit to the last example.

Formally, the structure sheaf is constructed from the codomain fibration

EI → E , which can be regarded as a (pseudo-)functor Eop → Cat sending

A 7→ E /A; the functorial operation of a map f : B → A is given by pullback

f∗ : E /A → E /B. The quotients ad coproducts in E ensure that this map is

a “sheaf up to isomorphism” over E (i.e., a stack). In order to define OT we

first turn the stack into a (strict) sheaf and then pass across the equivalence

Sh(ET) ≃ Sheq(MT) discussed in chapter 1.

Given a model M ∈ Spec(T), the stalk of OT over M is the elementary

diagram discussed in chapter 2. An object in the diagram of M is a defined by

a triple 〈M,ϕ(x, y), b) where M is a model and b and y have the same arity. We

can think of this triple as a definable set

ϕ(x, b)M =
{
a ∈ |M | | M |= ϕ(a, b)

}
.

The groupoid of isomorphisms acts on this sheaf in the obvious way: given

α :M → N we send ϕ(x, b)M 7→ ϕ(x, α(b))N .

In particular, every formula ϕ(x) determines a global section pϕq :M 7→ ϕM .

These are stable with respect to the equivariant action and, together with formal

sums and quotients, these are all of the equivariant sections. This yields a

representation theorem just as in the algebraic case:

Γeq(OT) ≃ ET .
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The pair (MT,OT) is an affine logical scheme. A map of theories is an

interpretation I : T → T′ (e.g., adding an axiom or extending the language).

This induces a forgetful functor I♭ : Spec(T
′)→ Spec(T), sending each T′-model

N to the T-model which is the interpretation of I in N . If I is a linguistic

extension then I♭N is the usual reduct of N to L(T).

Moreover, I induces another morphism at the level of structure sheaves:

I♯ : I∗♭ OT → OT
′ . On fibers, this sends each I∗N -definable set ϕI

∗N to the

N -definable set (Iϕ)N (the same set!). The pair 〈I♭, I
♯〉 is a map of schemes.

Equivalently, we can represent I♯ as a map OT → I♭∗OT
′ and, since ΓT

′ ◦

I♭∗ ∼= ΓT, the global sections of I♯ suffice to recover I:

ΓT(I
♯) ∼= I : T = ΓT(OT) −→ ΓT(I♭∗OT

′) ∼= ΓT
′(OT

′) ∼= T′ .

Similarly, we can define a natural transformation of schemes, and these too

can be recovered from global sections. This addresses a significant difficulty in

Awodey & Forssell’s first-order logical duality [5]: identifying which homomor-

phisms between spectra originate syntactically. This problem is non-existent for

schemes: without a syntactic map at the level of structure sheaves, there is no

scheme morphism.

With this framework in place, algebraic geometry provides a methodology

for studying this type of object. The necessary definitions to proceed from affine

schemes to the general case follow the same rubric as algebraic geometry. There

are analogs of locally ringed spaces, gluings (properly generalized to groupoidal

spectra) and coverings by affine pieces. Importantly, the equivariant global sec-

tions functor presents (the opposite of) the 2-category of theories as a reflective

subcategory of schemes. This allows us to construct limits of affine schemes

using colimits of theories. This mirrors the algebraic situation, where the poly-

nomial ring Z[x] represents the affine line and its coproductZ[x, y] ∼= Z[x]+Z[y]

represents the plane. Via affine covers, one can use this to compute any finite

2-limits for any logical schemes.
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Applications

The scheme (MT,OT) associated with a theory incorporates both the semantic

and syntactic components of T. As such, it is a nexus to study the connections

between different branches of logic and other areas of mathematics. In the final

chapter of the dissertation we discuss a few of these connections.

• The structure sheaf as a site.1 OT is itself a pretopos internal to

the topos of equivariant sheaves over MT. We can regard this as a site

(with the coherent topology, internalized) and consider its topos of sheaves

ShMT
(OT). We prove that this topos classifies T-model homomorphisms.

We also show that it can be regarded as the (topos) exponential of Sh(MT)

by the Sierpinski topos SetsI .

• The structure sheaf as a universe. Following on the results of chapters

1 and 3 we can show that every equivariant sheaf morphism [[ϕ]]→ OT cor-

responds to an object E ∈ E /ϕ. In this section we introduce an auxilliary

sheaf El(OT)→ OT allowing us to recover E as a pullback:

[[E]]
❴✤

��

// El(OT)

��

[[ϕ]] // OT .

This allows us to think of OT as a universe of definably or representably

small sets. Formally, we show that OT is a coherent universe, a pretopos

relativization of Streicher’s notion of a universe in a topos [34].

• Isotropy. In this section we demonstrate a tight connection between

our logical schemes and a recently defined “isotropy group” [12] which is

present in any topos. This allows us to interpret the isotropy group as

a logical construction. We also compute the stalk of the isotropy group

1The author would like to thank André Joyal for a helpful conversation in which he sug-

gested the theorem presented in this section.
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at a model M and show that its elements can be regarded as parameter-

definable automorphisms of M .

• Conceptual completeness. In this section we reframe Makkai & Reyes’

conceptual completeness theorem [27] as a theorem about schemes. The

original theorem says that if an interpretation I : T → T′ induces an

equivalence I∗ : Mod(T′)
∼
−→ Mod(T) under reducts, then I itself was

already an equivalence (at the level of syntactic pretoposes). The theorem

follows immediately from our scheme construction: if I∗ : Spec(T′) →

Spec(T) is an equivalence of schemes, then its global sections define an

equivalence T ≃ T′. From here we go on to unwind the Makkai & Reyes

proof, providing some insights into the “Galois theory” of logical schemes.
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A Note on Terminology

Except in the first section we work in the doctrine of pretoposes, and use the

following logical and categorical terminology interchangeably. For example, we

take a liberal definition of formula to include sum and quotient “connectives”.

Categorical Definition Logical shorthand

Classifying pretopos E = ET Theory T

Set of generating objects D ⊆ Ob(E) Set of basic sorts D

An object D = Dx ∈ E Context, sort x

Subobject ϕ ≤ Dx (Open) Formula ϕ(x)

Morphisms σ, τ : Dx → Dy Provably functional relation σ(x, y),

(Open) Term τ(x) = y

Pretopos functor I : E → F Interpretation of E in F

M : E → Sets An E-model, M |= E

Evaluation M(Dx) Underlying set |M |x

M(ϕ ≤ Dx) Definable set ϕM

10



Chapter 1

Logical spectra

In this chapter we will construct a topological groupoid M = Spec(T) called

the spectrum of a coherent first-order logical theory T. We begin by defining

the space of objects M0 constructed from the models of T. Next we consider

the topos of sheaves overM0 and, in particular, single out a class of T-definable

sheaves over this space. Then we will extendM to a groupoid whose morphisms

are T-model isomorphisms; using this we characterize the definable sheaves as

those which admit an equivariant action by the isomorphisms in M. As a

corollary we obtain a topological/groupoidal characterization of definability in

first-order logic. We close by considering the special case of classical first-order

logic and prove a few facts specific to this case.

1.1 The spectrum M0

In this section we associate a topological spectral space M0(T) with any co-

herent first-order theory T. We build the spectrum from the semantics of T,

generalizing the Stone space construction from propositional logic. This is based

upon an idea of Joyal & Tierney [19] which was later developed by Joyal & Mo-

erdijk [18] [17], Butz & Moerdijk [8] [9] and Awodey & Forssell [11].

11



Definition 1.1.1. A (multi-sorted) coherent theory is a triple 〈A,L,T〉 where

• A = {A} is a set of basic sorts,

• L = {R(x), F (x) = y} is a set of function1 and relation symbols with

signatures in A and

• T =
{
ϕ(x) ⊢

x
ψ(x)

}
is a set of coherent axioms, written in the language L

and involving variables x = 〈x1, . . . , xn〉 (see below).

We write x : A to indicate that x is a variable ranging over some sort

A ∈ A. A context of variables is a sequence of sorted variables, written

〈x1, . . . , xn〉 : A1 × . . .×An or x :
∏
iAi. We will assume that A is closed

under tupleing, although this is not necessary for our arguments; in practice,

this allows us to avoid subscript overload by focusing most of the time on the

single-variable case x : A.

As usual in categorical logic, we will assume that every L-formula (in par-

ticular each basic function or relation) is written in a fixed context of variables

x : A, indicated notationally by writing ϕ(x). We may always weaken a formula

ϕ(x) to include dummy variables y : B by conjunction with a tautology; the

weakening ϕ(x, y) is shorthand for the formula ϕ(x) ∧ (y = y). It is important

to note that we regard ϕ(x) and ϕ(x, y) as different formulas.

A first-order formula is coherent if belongs to the fragment generated by

{⊥,⊤,=,∧,∨, ∃}. Axioms in a coherent theory are presented as sequents, or-

dered pairs of coherent formulas written in a common context x : A and usually

written ϕ(x) ⊢x ψ(x).

Relative to this data, a T-modelM is defined as usual. Each basic sort A ∈ A

defines an underlying set AM ; when A = A1 × . . .×An is a compound context

AM = AM1 × . . .×A
M
n . If x : A is a context of variables, we may also write |M |x

1We write F (x) = y for the function symbol because in multi-sorted logic we must specify

the sort y : B of the codomain of F as well as its arity x : A1 × . . .× An.
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for the “underlying set” AM . When L is single-sorted and x = 〈x1, . . . , xn〉, this

agrees with the usual notaion |M |x = |M |n.

For any coherent formula ϕ(x) we may construct a definable set ϕM ⊆ |M |x

in the usual inductive fashion. RM ⊆ |M |x is already defined and (F (x) = y)M

is the graph of the function FM : |M |x → |M |y. If ϕM ⊆ |M |x is already defined,

the interpretation of a weakened formula is given by ϕ(x, y) := ϕM × |M |y.

The interpretation of an existential formula is given by the image of the

projection:

(
∃y.ϕ(x, y)

)M
= πx(ϕ

M ) =
{
a ∈ |M |x | 〈a, b〉 ∈ ϕM for some b ∈ |M |y

}

To interpret conjunctions and disjunctions we first weaken the component for-

mulas to a common context x : A and then compute

(
ϕ ∧ ψ

)M
= ϕM ∩ ψM ⊆ |M |x,

(
ϕ ∨ ψ

)M
= ϕM ∪ ψM ⊆ |M |x.

We begin by defining the spectrumM0 =M0(L) associated with a language

L. Every theory T in the language L will define a subspaceM0(T) ⊆ M0(L).

We let κ = LS(T) = | L |+ ℵ0 denote the Lowenheim-Skolem number of T (see

e.g. [15], ch. 3.1). Since any model has an elementary substructure of size κ, T

is already complete for κ-small models, a fact that we will use repeatedly.

Definition 1.1.2 (Points of M0, cf. Butz & Moerdijk [8] [9]). A point µ ∈

|M0 | is a tuple 〈Mµ,K
A
µ , v

A
µ 〉A∈A, where M = Mµ is an L-structure and, for

each A ∈ A,

• KA
µ is a subset of κ and

• vAµ : KA
µ ։ AM is an infinite-to-one function (called a labelling).

The latter condition means that, for each a ∈ AM , the set {k ∈ κ | vAµ (k) = a}

is infinite.

13



We call the elements k ∈ κ parameters and the points µ ∈ |M0 | labelled

models. The motivation behind these parameters is similar to that behind the

use of variable assignments in traditional first-order logic. A priori we can only

say whether a (labelled) model satisfies a sentence; the parameters allow us to

evaluate the truth of any (parameterized) formula ϕ(k) relative to µ.

Fix a labelled model µ ∈ |M0 |, a context of variables x : A = 〈xi : Ai〉

and a formula ϕ(x). Given this data, we introduce the following notation and

terminology:

• If x : A is a context of variables we may write Kx
µ (resp. vxµ) rather than

KA
µ (resp. vAµ ). We call Kx

µ the domain of µ at x.

• We write that k ∈ µx to indicate that k ∈ Kx
µ, and say that k is defined

for x at µ.

• We write ϕµ in place of ϕMµ to denote the definable set associated to ϕ(x)

in the model Mµ.

• When k is defined for x at µ we abuse notation by writing µx(k) for the

element vxµ(k) ∈ |Mµ|x.

• Given a formula ϕ(x), we write µ |= ϕ(k) when k ∈ µx andMµ |= ϕ[µx(k)/x].

Definition 1.1.3 (Pre-basis forM0).

• For each context x : A and each parameter k ∈ κ there is a basic open set

Vk,x :=
{
µ ∈ |M0 |

∣∣ k ∈ µx
}
.

• Given a basic relation R(x) and a parameter k ∈ κ there is a basic open

set

VR(k) =
{
µ ∈M0

∣∣ µ |= R(k)
}
⊆ Vk,x.

14



• Given a basic function F (x) = y and parameters k, l ∈ κ there is a basic

open set

VF (k)=l =
{
µ ∈ M0

∣∣ µ |= F (k) = l
}
⊆ V〈k,l〉,〈x,y〉.

From these we can build up a richer collection of open sets corresponding to

other parameterized formulas.

Definition 1.1.4 (Basic opens ofM0).

• Each prebasic open set above is a basic open set.

• Given an inductively defined basic open set Vϕ(k) and a parameter ly there

is a weakening

Vϕy(k,l) = Vϕ(k) ∩ Vly .

• Only when Vϕ(k) and Vψ(k) share the same parameters kx

Vϕ∧ψ(k) = Vϕ(k) ∩ Vψ(k) Vϕ∨ψ(k) = Vϕ(k) ∪ Vψ(k).

• If Vϕ(k,l) is defined for all parameters ly, then

V∃y.ϕ(k) =
⋃

l∈κy

Vϕ(k,l)

If the defining formula of a basic open set is complicated we may sometimes

write it in brackets V [. . .], rather than as a subscript. We have the following

easy lemma.

Lemma 1.1.5. Given a coherent formula ϕ(x) and a parameter k ∈ µx,

µ ∈ Vϕ(k)⇐⇒µ |= ϕ(k).

Proof. The claim holds by definition for basic functions and relations.

Suppose ϕ(x, y) ≡ ϕ(x) ∧ (y = y) is a weakening of a formula ϕ(x). Then

µ |= ϕ(k, l) just in case µ |= ϕ(k) and l is defined for y at µ. But this is exactly

15



the intersection Vϕ(k)∩Vl,y . For joins and meets in a common context, the claim

follows immediately from the definition of satisfaction.

As for the existential, consider a formula ϕ(x, y). If µ |= ∃y.ϕ(k) there

must be some b ∈ |Mµ|y such that µ |= ϕ(µx(k), b). Because µ is a surjective

labelling there is a parameter l such that µy(l) = b, and therefore µ ∈ Vϕ(k,l) ⊆
⋃

l∈κ

Vϕ(k,l).

Properly speaking, M0 as described above is not a T0 space and, in fact,

there is a proper class of models in the underlying set |M0 |. However, these

models are all κ-small so they represent only a set of isomorphism-classes. For

each isomorphism class there is only a set of labellings and this allows us to

modifyM0 in an essentially trivial way to obtain an ordinary space.

Proposition 1.1.6. Two labelled models µ and ν are topologically indistin-

guishable if and only if KA
µ = KA

ν for every basic sort A and these labellings

induce a T-model isomorphism Mµ
∼=Mν .

Proof. Suppose that µ and ν are topologically indistinguishable models (i.e.,

they belong to exactly the same open sets). Because they co-occur in the same

context open sets Vkx we see that k is defined for x at µ just in case it is defined

at ν. Considering the basic open set Vk=l, we see that µ(k) = µ(l) if and only

if ν(k) = ν(l). This means that the labellings induce a bijection between the

underlying sets of µ and ν:

Kµ

����

Kν

����

|Mµ|
∼ //❴❴❴ |Mν |

.

Because µ |= R(k) just in case ν |= R(k) for each basic relation (or similarly

for functions), this bijection is actually an L-structure homomorphism. Thus µ

and ν are topologically indistinguishable just in case there is an isomorphism

Mµ
∼=Mν which carries the labelling of µ to the labelling of ν.

16



Among these indistinguishable points there is a canonical representative.

The relation µ(k) = µ(l) defines an equivalence relation k ∼µ l on Kµ (or

equivalently a partial equivalence relation on the full set κ). We may substitute

the quotientKµ/ ∼µ (also called a subquotient κ/ ∼µ) in place of the underlying

set |Mµ|, replacing each a ∈Mµ by the equivalence class {k ∈ κ | µ(k) = a}. The

result is a labelled model indistinguishable from µ and canonically determined

by the neighborhoods of µ.

Thus every labelled model is indistinguishable from one whose underlying

set is a subquotient of κ, and one can easily show that each of these is distin-

guishable. Thus in definition 1.1.2 we could have specified these as the points

of our space, making |M0 | a set and M0 a T0 space. We prefer to use the

unreduced space because it is sometimes convenient to refer to underlying sets

(as in lemma 1.1.8 below); at the expense of conceptual clarity we can always

rephrase these results in terms of isomorphisms between subquotients.

Caution: even with this modification, the topological spaceM0 is not Haus-

dorff. In some respects this is unsurprising given that the same phenomena occur

for algebraic schemes. However, the reduced version ofM0 is at least sober, as

in the algebraic case; the reader can see [8] or [11] for a proof. To verify the

failure of separation inM0, we observe that points are not closed.

Proposition 1.1.7. Consider two labelled models µ, ν ∈ |M0 |. Then µ belongs

to the closure of ν just in case

• For each A ∈ A, KA
µ ⊆ K

A
ν ,

• these inclusions induce functions on the underlying sets of µ and ν:

KA
µ

����

⊆ KA
ν

����

Aµ //❴❴❴ Aν

• The induced functions Aµ → Aν define an L-structure homomorphism

Mµ →Mµ.
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Proof. First suppose that µ ∈ ν. This means that, for any open set V ⊆ M0,

µ ∈ V implies ν ∈ V .

First consider open sets of the form Vk,x. Applying the above observation,

this means that k is defined for x at µ (so that µ ∈ Vk,x) implies that k is defined

for x at ν as well. Therefore Kx
µ ⊆ K

x
ν .

Similarly, whenever µ |= k = k′ then we must have ν |= k = k′ as well. It

follows that the inclusion Kx
µ ⊆ K

x
ν induces a function on underlying sets:

κ

Kx
µ

����

<<

<<②②②②②②②②
// // Kx

ν

����

bb

bb❊❊❊❊❊❊❊❊❊

|Mµ|x
|α|x

//❴❴❴❴❴❴ |Mν |x.

Finally, if µ |= ϕ(k) then ν |= ϕ(k) as well, so the induced functions |Mµ|x →

|Mν |x preserve any coherent properties of elements in Mµ. In particular, this

holds for basic functions and relations, so the functions |α|x define an L-structure

homorphism Mµ →Mν .

Conversely, if there are inclusions KA
µ ⊂ KA

ν which induce a homorphism

Mµ → Mν, then one easily shows that µ belongs to any open neighborhood of

ν.2

Lemma 1.1.8 (Reassignment lemma). Suppose that µ is a labelled model, kx

and ly are disjoint sequences of parameters and b ∈ |Mµ|y is a sequence of

elements in µ. Then there is another labelling ν with the same underlying model,

Mµ =Mν , such that µ(k) = ν(k) and ν(l) = b

2In fact, one can show that the only closed point of M0 is the empty structure. This is

because the equivalence classes making up the underlying sets |Mµ|x are infinite. Therefore

we can always throw out a finite set of labels to create a new model µ− which belongs to the

closure of µ.

18



Proof. It is possible that some of the l-parameters may already be defined at

µ, so we begin by removing them from each domain Kµ. Because vµ is infinite-

to-one and l is finite, the modified labelling is again infinite-to-one and we

call the resulting labelled model µ \ l. Because k is disjoint from l, we have

vµ\l(k) = vµ(k) ∈ |Mµ|x.

Now we can freely reassign l to b. Specifically, when y = 〈yj : Bj〉 we set

KA
ν = KA

µ\l ∪ {lj | Bj = A}.

Then we extend vν to this larger domain by setting setting vν(lj) = bj . Clearly

ν(l) = b. As an extension of µ \ l, we also have ν(k) = vµ\l(k) = µ(k), as

desired.

Now we shift from languages and structures to theories and models. In

categorical logic, axioms are always expressed relative to a context of variables

x : A; in this way we can interpret an outer layer of “universal quantification”

even though ∀ is not a coherent symbol. Similarly, we express our axioms as

sequents ϕ(x) ⊢
x:A

ψ(x), allowing for “one layer” of implication (or negation)

even though → is not coherent.

A first-order theory T is coherent if it has an axiomatization using sequents

of coherent formulas. To indicate that a sequent is valid relative to T we write

T⊲ϕ(x) ⊢x:A ψ(x).

In an L-structure M , satisfaction of sequents is dictated by definable sets:

M |= ϕ(x) ⊢x:A ψ(x) ⇐⇒ ϕM ⊆ ψM ⊆ |M |x.

Definition 1.1.9. Consider a coherent theory

T = {ϕi(xi) ⊢
xi:Ai

ψi(xi)}i∈I

written in the language L. The (spatial) spectrum of T is the subspace Spec0(T) ⊆

M0(L) consisting of those labelled L-structures µ which are models of T: i.e.,
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for all i ∈ I,

ϕµi ⊆ ψ
µ
i ⊆ |Mµ|

xi

Lemma 1.1.10. Now letM0 = Spec0(T) denote the spectrum of T. Any (non-

empty) basic open set U ⊆ Vϕ(k) has the form U = Vψ(k,l) where T, ψ(x, y) ⊢

ϕ(x).

Proof. There are two claims here. The first is that any basic open set contained

in Vϕ(k) also depends on the parameters k. The second asserts the T-provability

of the sequent ψ(x, y) ⊢ ϕ(x).

For the first claim, suppose that U = Vψ(l) and that there is some k0 ∈ k with

k0 6∈ l. Fix a model µ′ ∈ Vψ(l) and consider the modified labelling µ = µ′ \ k0 as

in the reassignment lemma. We have not adjusted the l-parameters so we again

have µ ∈ Vψ(l). However k0 (and hence k) is not even defined at µ and therefore

µ 6∈ Vkx ⊇ Vϕ(x). This is contrary to the assumption that Vψ(l) ⊆ Vϕ(k).

As we assumed U was a basic open set, it must have the form Vψ(k,l) for

some formula ψ and some additional parameters l. Now we need to see that T

proves ∃y.ψ(x, y) ⊢ ϕ(x) (which is equivalent to the sequent above). This is an

easy application of completeness for κ-small models.

If the sequent were not valid then we could find a labelled model µ and a

parameter kx such that µ |= ∃y.ψ(k, y) but µ 6|= ϕ(k). Let b ∈ |Mµ|y witness the

existential. By the reassignment lemma, there is an isomorphism α : µ
∼
−→ ν

with ν 6|= ϕ(k) and ν(l) = α(b). But then ν |= ψ(k, l) so that Vψ(k,l) 6⊆ Vϕ(k).

This is again contrary to the assumption that U ⊆ Vϕ(k).

1.2 Sheaves on M0

In this section we will define, for every T-formula ϕ(x), a sheaf [[ϕ]] overM0.

Fix a basic sort A ∈ A and a variable x : A. In a labelled model µ this

corresponds to a labelling of the underlying set Kx
µ → |Mµ|x. Now we will
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reencode this data into the category of sheaves overM0 by providing a diagram

whose stalk at µ recovers the subquotient up to isomorphism Sh(M0)

Kx // //

q

����

∆(κ)

[[A]]

stalkµ
7−→

Kx
µ
// //

q
����

κ

|Mµ|x .

Here ∆(κ) is the constant sheaf
∐
κ 1; we usually abuse terminology and

simply write κ. As a subobject of the constant sheaf, Kx must be a coproduct

of open sets. At the kth index, we take the basic open set Vkx :

Kx =
∐

k∈κ

Vkx ֌
∐

k∈κ

M0 = ∆(κ).

Clearly the stalk of Kx at µ is isomorphic to the set of parameters k such that

µ ∈ Vkx ; this is exactly the domain Kx
µ.

Now we define a sheaf [[A]] which encodes the underlying set |Mµ|x. We build

it as an étale space, generalizing the construction ofM0 = [[⊤]].

Definition 1.2.1 (The semantic realization [[A]]).

• The points of [[A]] are pairs
〈
µ, a ∈ |Mµ|x

〉
.

• Each k ∈ κ determines a canonical (partial) section over the open set Vkx :

k̂x : Vkx → [[A]]

sending µ 7→ 〈µ, µx(k)〉. This defines an open set Wx=k ⊆ [[A]], homeo-

morphic to Vkx , and these form an open cover of [[A]].

It is obvious from the definition that the fiber of [[A]] over µ is isomorphic to

the underlying set |Mµ|
x.

Although the sections k̂x give an open cover of [[A]], it is convenient to have

a richer collection of basic open sets. For any formula ϕ(x) and parameters kx,

the basic open set Vϕ(k) has a homeomorphic image in [[A]]:

W [ϕ(x) ∧ (x = k)] ∼= Vϕ(k).
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More generally, any formula ϕ(x, y) together with parameters ly defines an

open set

Wϕ(x,l) = { 〈µ, a〉 | Mµ |= ϕ(a, µy(l)) }

=
⋃

k∈κ

W
[
ϕ(x, l) ∧ (x = k)

]
.

The sets in this union are of the basic open form listed above, so Wϕ(x,l) is

again open. The last equality follows from the fact that each a ∈ |Mµ|x must

be labelled by some parameter k ∈ κ.

Proposition 1.2.2. [[A]], as defined above, is a sheaf over M0.

Proof. A convenient reformulation of the sheaf condition (cf. Joyal-Tierney,

[19]) says that F is a sheaf just in case the projection F → M0 and the fiber-

diagonal δF : F → F ×
M0

F are both open maps. The necessity of first condition

is obvious because any sheaf projection is a local homeomorphism; the diagonal

condition characterizes discreteness in the fibers of F .

It is enough to check both these conditions on basic open sets. The projection

of a basic [[A]]-open is given by quantifying out the x-variable:

π(Wϕ(x,l)

)
= π

(⋃

k∈κ

Wϕ(x,l)∧(x=k)

)

=
⋃

k∈κ

Vϕ(k,l)

= V∃x.ϕ(x,l)

Here the second equality follows from the definition of W [. . . ] as a section of π.

For the second map, we know that boxes Wϕ(x,j) ×
M0

Wψ(x,l) give a basis

for the topology of the fiber product. As in [[A]], unions provide for a richer

collection of open sets. Suppose γ(x, x′, y) is a formula where x and x′ are

variables in the same context and ly is an additional parameter; from these we

define an open set

Wγ(x,x′,l) = { 〈µ, a, a′〉 | µ |= γ(a, a′, µ(l)) } ⊆ [[A]] ×
M0

[[A]]

=
⋃

k,k′∈κ

(
W
[
γ(x, k′, l) ∧ (x = k)

]
×
M0

W
[
γ(k, x′, l) ∧ (x′ = k′)

])
.
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This is a union of boxes of the basic open form above, and equality again follows

from the fact that every a, a′ ∈ |Mµ|x is labelled by some pair k, k′ ∈ κ.

Now the image of [[A]] under the fiber diagonal is the open set Wx=x′ . Simi-

larly, a basic open subset Wϕ(x,l) ⊆ [[A]] maps to Wϕ(x,l)∧(x=x′). These are both

of the form Wγ(x,x′,l), so the fiber diagonal is an open map.

Together the canonical sections k̂x describe a map of sheaves v : Kx → [[A]]

Kx ∼=
∐
k∈κ Vkx

v // // [[A]]

Vkx
OO

OO

k̂x

88qqqqqqqqqqqq

Since these sections cover [[A]], v is an epimorphism of sheaves. Furthermore, v

sends k ∈ Kx
µ to k̂x(µ) = 〈µ, µ(k)〉. This realizes our goal for this section, and

altogether we have the following theorem.

Theorem 1.2.3. For each context x : A for a basic sort A ∈ A there is a span

in Sh(M0) of the form

Kx // //

v

����

κ

[[A]]

such that

(i) Kx is a subsheaf of the constant sheaf κ and the stalk of Kx at µ is

isomorphic to the domain Kx
µ = {k ∈ κ | k is defined for x at µ}.

(ii) The stalk of [[A]] at µ is isomorphic to the underlying set |Mµ|x = Aµ.

(iii) The map v : Kx → [[A]] is an epimorphism of sheaves and the stalk of v at

µ is isomorphic to the subquotient map vxµ : Kx
µ ։ |Mµ|x (cf. definition

1.1.2).
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1.3 The generic model

In the last section we defined a family of sheaves [[A]] for the basic sorts A ∈ A.

In this section we will show that this family carries the structure of a T-model

in the internal logic of Sh(M0). Moreover, the model is “generic” in the sense

that it satisfies all and only the sequents which are provable in T.

First we review the interpretation of L-structures and coherent theories in

the internal logic of a topos S (cf. Johnstone [16], D1 or Mac Lane & Mo-

erdijk [26], VI). In this and later chapters we will restrict our attention to

Grothendieck toposes; we typically omit the adjective, so “topos” will always

mean “Grothendieck topos.”.

To define an L-structure M in S one must give, first of all, an “underlying

object” AM for each basic sort A ∈ A. Given a compound context A = A1 ×

. . . × An we let AM denote the product AM1 × . . . × A
M
n . Given a context of

variables x : A we use the notation |M |x := AM .

M must also interpret basic relations and functions. Each relation R(x) is

associated with an interpretation RM which is a subobject of |M |x. Similarly,

a function symbol f : x→ y is interpreted as an S-arrow fM : |M |x → |M |y.

From these we can define an interpretation ϕM ≤ |M |x for each coherent

formula ϕ(x); we construct these in essentially the same way that we build

up the definable sets of a classical model in Sets. We use limits (intersections,

pullbacks) in S to interpret meet and substitution. Epi-mono factorization gives

us existential quantification while factorization together with coproducts gives

us joins.
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Subst. (ϕ[f(x)/y])M //

❴✤��

��

ϕM
��

��

|M |y
fM

// |M |x

Meet (ϕ ∧ ψ)M
❴✤

// //
��

��

ψM
��

��

ϕM // // |M |x

Exist ϕM
❴✤

// //
��

��

(∃y.ϕ)M
��

��

|M |〈x,y〉 // |M |x

Join ϕM + ψM
��

��

// // (ϕ ∨ ψ)M
��

��

|M |x + |M |x // |M |x

Remember that an axiom in categorical logic has the form of a sequent

ϕ(x) ⊢x:A ψ(x). We say that M satisfies this sequent if ϕM ≤ ψM in the sub-

object lattice SubS(|M |x). As usual, M satisfies T or is a T-model if it satisfies

all the sequents in T. We denote the class of T-models in S by T -Mod(S).

In the last section we defined a sheaf [[A]] for each basic sort A ∈ A; these

are the underlying objects refered to above. We have already had occasion

to consider the fiber product [[A2]] = [[A]] ×
M0

[[A]] in the proof of proposition

1.2.2. There we saw that each parameterized formula γ(x, x′, l) involving two A-

variables and an additional parameter ly determines a basic open setWγ(x,x′,l) ⊆

[[A2]].

We can generalize this to any context x = 〈xi : Ai〉i≤n by setting [[Ax]] =

[[A1]] ×
M0

. . . ×
M0

[[An]]. Given a formula ϕ(x, y) and parameters ly, the fiber product

contains an open set

Wϕ(x,l) = {〈µ, a〉 | Mµ |= ϕ(a, µy(l))}.

Just as before, we show this set is open by representing it as a union of boxes

indexed over the set of parameter sequences kx.

Given a basic relation R(x) we extend the [[−]] notation by setting

[[R]] =WR(x) = {〈µ, a〉 ∈ [[Ax]] | Mµ |= R(a)}.
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This provides an interpretation in Sh(M0) for each basic relation.

Similarly, each function symbol f : x → y induces a map of sheaves [[f ]] :

[[Ax]] → [[By]]. This is defined fiberwise, sending each a ∈ |Mµ|x to fµ(a) ∈

|Mµ|y. This is continuous because the inverse image of a basic open set corre-

sponds to substitution

[[f ]]−1(Vϕ(x,k)) = Vϕ[f(y)/x,k] ⊆ [[By ]].

This specification defines an L-structure M∗ in Sh(M0). Now suppose that

ϕ(x) ⊢x:A ψ(x) is an axiom of T proves a coherent sequent ϕ(x) ⊢x:A ψ(x). Then

for each labelled model there is an inclusion of definable sets ϕµ ⊆ ψµ ⊆ Aµ

and consequently [[ϕ]] ⊆ [[ψ]]. Hence our L-structure satisfies the sequent, and

M∗ is a model of T in Sh(M0).

In fact, every coherent formula ϕ(x) determines a definable sheaf [[ϕ]] ⊆ [[Ax]].

On one hand, [[ϕ]] is the interpretation of ϕ in the sheaf model M0; as such, it

can be constructed inductively from the interpretation of basic relations and

functions. Alternatively, we may define [[ϕ]] semantically by setting

[[ϕ]] =Wϕ(x) = {〈µ, a〉 ∈ [[Ax]] | Mµ |= ϕ(a)}.

Proposition 1.3.1. M0 is a generic model for T in the sense that a coherent

sequent ϕ(x) ⊢x:A ψ(x) is provable in T if and only if it is satisfied in M0:

T⊲ϕ(x) ⊢x:A ψ(x)⇐⇒M0 |= ϕ(x) ⊢x:A ψ(x).

Proof. The left to right implication is an immediate consequence of soundness.

If T proves the sequent then for every T-model M (and hence every labelled

model µ), ϕM ⊆ ψM . But then [[ϕ]] ⊆ [[ψ]] so that M∗ satisfies the sequent as

well.

The converse follows from the fact that T is complete for κ-small models (see

13). If M0 satisfies the sequent ϕ(x) ⊢x:A ψ(x) then [[ϕ]] ⊆ [[ψ]]. Then ϕµ ⊆ ψµ
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for every labelled model µ, and every κ-small model is isomorphic to a labelled

model. Thus satisfaction in M0 implies satisfaction in every κ-small model, and

completeness ensures provability in T.

1.4 The spectral groupoid M = Spec(T)

In the last section we saw that each formula ϕ(x) defines a subsheaf [[ϕ]] ⊆ [[Ax]].

Now, following Butz & Moerdijk [8] [9], we will characterize those subsheaves

which are definable in this sense. To do so we introduce a space of T-model

isomorphisms together with continuous domain, codomain, composition and

inverse operations. This topological groupoid M = Spec(T) is the (groupoid)

spectrum of T. This groupoid acts naturally on the definable sheaves and we

will show in the next section that the existence of such an action, together with

a compactness condition, characterizes definability.

A groupoid in Top is a diagram of topological spaces and continuous maps

like the one below:

M : M1 ×
M0

M1

◦
//

//

p0, p1 //

M1

inv

��
//

dom, cod
//

M0

id
oo

M0 andM1 are called the object and arrow spaces ofM, respectively. These

spaces and continuous maps are required to satisfy the same commutative dia-

grams as a groupoid in Sets. See [26], section V.7 for a discussion of internal

categories and equivariance.

Definition 1.4.1 (The spectral groupoidM = Spec(T)).

• An isomorphism of labelled models α ∈ HomM(µ, ν) is simply a isomor-

phism of underlying T-models α : Mµ
∼
−→ Mν . We do not require that

these respect the labellings on µ and ν. Domain, codomain, composition,

inverse and identity are computed as in T -Mod.
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• For each x : A, α defines a component αx : |Mµ|x → |Mν |x. Given

an element a ∈ |Mµ|x we often omit the superscript and simply write

α(a) ∈ |Mν |x.

• Each basic open set Vϕ(k) ⊆ M0 determines two basic open sets in M1,

the inverse images of dom and cod:

Vϕ(k)d = {α : µ
∼
−→ ν | µ |= ϕ(k)}

Vϕ(k)c = 〈α : µ
∼
−→ ν | ν |= ϕ(k)}.

We refer to these basic opens as domain and codomain conditions inM1.

• For any context x : A and any two parameter sequences kx and lx in the

same arity, there is a basic open set

V
k

x
7→l

= {α : µ
∼
−→ ν | α(µx(k)) = νx(l)}.

Proposition 1.4.2. M, as defined above, is a topological groupoid.

Proof. As the compositional structure on M is inherited from T -Mod, the

internal category conditions onM are immediate. A bit less obvious is that all

of the structure maps are continuous. For the domain and codomain maps this

is built into the definition; it follows that the fiber projections p0 and p1 are

continuous as well.

After these inverse is the easiest, as it obviously swaps the basic open sets

in pairs.

α ∈ Vϕ(k)d ⇐⇒ α−1 ∈ Vϕ(k)c

α ∈ V
k

x
7→l

⇐⇒ α−1 ∈ V
l
x
7→k
.

For id we have

1µ ∈ Vϕ(k)d ⇐⇒ 1µ ∈ Vϕ(k)c ⇐⇒ µ ∈ Vϕ(k)

1µ ∈ Vk x
7→l

⇐⇒ µx(k) = µx(l) ⇐⇒ µ ∈ Vk=
x
l.

These latter sets are open inM0, so id is continuous as well.
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Lastly, composition. Note that if α satisfies a codomain condition Vϕ(k)c

then so does any composite α ◦ β. This means that the inverse image of Vϕ(k)c

along ◦ is just a fiber product withM1

Vϕ(k)c ×
M0

M1
p0

//

��

��

Vϕ(k)c
��

��

M1 ×
M0

M1
◦ //M1 .

This is clearly open, and the same reasoning applies to domain conditions.

Lastly, suppose that we have composable maps µ
β
−→ λ

α
−→ ν and a neigh-

borhood α ◦ β ∈ V
k

x
7→l

. Choose any parameter j such that α(µx(k)) = λx(j);

this determines an open box in the fiber product:

〈α, β〉 ∈
(
V
k

x
7→j

)
×M0

(
V
j

x
7→l

)
⊆ ◦−1(V

k
x
7→l

).

Hence composition and the other structure maps are continuous, and M is a

groupoid in Top.

Proposition 1.4.3. Suppose that we have two isomorphisms α : µ0
∼= µ1 and

β : ν0 ∼= ν1. Then α belongs to the closure of β just in case µi belongs to the

closure of νi (i = 1, 2) and the canonical homomorphisms hi : Mµi → Mνi

induced by these closures form a commutative square

Mν0

β
// Mν1

Mµ0 α
//

h0

OO

Mµ1

h1

OO

Proof. We have α ∈ β just in case β belongs to every M1-open set which α

belongs to. Applying this observation to the domain and codomain conditions

tells us that νi belongs to every M0-open set which µi does, and this tells us

that µi ∈ νi.
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Recall from proposition 1.1.7 that µ belongs to the closure of ν just in case

Kµ ⊆ Kν and this inclusion induces a model homomorphism h(µ(k)) = ν(k):

Kµ ⊆

����

Kν

����

|Mµ|
h

//❴❴❴ |Mν |.

For any element a ∈ |Mµ0 | we can find a parameter k such that a = µ0(k)

and a parameter l such that µ1(l) = α(a). This tells us that α belongs to Vk 7→l,

and therefore β must as well. It follows that

β(h0(a)) = β(h0(µ0(k)) k labels a

= β(ν0(k)) def′n of h0

= ν1(l) β ∈ Vk 7→l

= h1(µ1(l)) def′n of h1

= h1(α(µ0(k))) α ∈ Vk 7→l

= h1(α(a)) k labels a

Therefore β ◦ h1 = h0 ◦ α, as asserted.

In what follows we will often need to pull back along the domain mapM1 →

M0 so we give this operation a special notation M∗(−). Given a sheaf F ∈

Sh(M0), an elementM∗F consists of a map α : µ→ ν together with an element

of the fiber f ∈ Fµ. Similarly, M∗M∗F denotes the pullback ofM∗F along

the second projection p1 :M1 ×
M0

M1 →M1. This is the space of composable

pairs µ
α
−→ ν

β
−→ λ together with an element f ∈ Fµ.

With this shorthand, an equivariant sheaf is an object F ∈ Sh(M0) (viewed

as an étale space) together with an action ρ :M∗F → F commuting with the

codomain:

M∗F

��

ρ
// F

��

M∗M0
∼
M1

cod
//M0 .
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This says that each α : µ→ ν defines an action on fibers, ρα : Fµ → Fν . We

additionally require that this action satisfies the following cocycle conditions,

ensuring that ρ respects the groupoid structure inM:

ρ1µ(f) = f ρα◦β(f) = ρα ◦ ρβ(f)

F
id×1F //

❑❑❑
❑❑❑

❑❑
❑❑❑

❑❑❑
❑❑❑

❑❑
❑❑❑

M∗F

ρ

��

F

M∗M∗F
◦×1F //

1M×ρ

��

M∗F

ρ

��

M∗F
ρ

// F.

Proposition 1.4.4. For each context x : A, the assignment

ρx,α = αx : |Mµ|
x → |Mν |

x.

defines a canonical M-equivariant structure ρx on [[A]].

Proof. The cocycle conditions for ρx reduce to associativity and identity condi-

tions for composition of T-model homomorphisms. As for continuity, suppose

that α : µ→ ν and a ∈ |Mµ|
x. For any neighborhood α(a) ∈Wϕ(x,l) pick some

k such that α : k 7→ l.

Because ν |= ϕ(α(a), l) and α is an isomorphism, µ |= ϕ(a, k). Thus the pair

〈α, a〉 belongs to an open neighborhood inside the inverse image

V
k

x
7→l
×
M0

Wϕ(x,k) ⊆ ρ
−1
x (Wϕ(x,l)).

Therefore ρ is continuous.

1.5 Stability, compactness and definability

Now we are ready to characterize the definable sheaves [[ϕ]] in terms of equivari-

ance together with a further condition: compactness. We say that an equivariant

sheaf 〈E, ρ〉 is compact if any cover by equivariant subsheaves has a finite sub-

cover. Equivalently, any cover has a finite subfamily whose orbits under ρ cover

E.
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Theorem 1.5.1 (Stability for subobjects, cf. Awodey & Forssell [11, 5]). A

subsheaf S ⊆ [[A]] is definable if and only if it is equivariant and compact.

Proposition 1.5.2. Each definable subsheaf [[ϕ]] ≤ [[A]] is equivariant and com-

pact.

Proof. If α : µ → ν is an isomorphism and µ |= ϕ(a) then clearly ν |= ϕ(α(a)).

This means that the restriction of ρA factors through [[ϕ]], making it an equiv-

ariant subsheaf

M∗[[A]]
ρA // [[A]]

M∗[[ϕ]]
OO

OO

ρϕ
//❴❴❴❴❴❴ [[ϕ]]

OO

OO

Now suppose that [[ϕ]] =
⋃
i∈I [[ψi]] and let us abbreviate the sequent ψ(x) ⊢x:A ⊥

by ¬ψ(x). Suppose that [[ϕ]] were not compact. Then for any finite subset

I0 ⊆ I,
⋃
i∈I0

[[ψi]] ( [[ϕ]]; thus there is a labelled model µ and an element

a ∈ |Mµ|x such that µ satisfies {ϕ(a)} ∪
{
¬
∨
i∈I0

ψi(a)
}
.

Extend the language of T by a constant c0 and let

T′ = T∪{ϕ(c0)} ∪ {¬ψi(c0)}.

The pairs 〈M0, a0〉 witness the consistency of each finite subtheory, so T′ is also

consistent. Let 〈µ∗, a∗〉 be a labelled model of T′. Then a∗ ∈ ϕµ but a∗ 6∈ ψ
µ
i

for each i ∈ I. This contradicts the assumption that [[ϕ]] =
⋃

i∈I

[[ψi]].

This shows that every formula ϕ(x) defines a compact equivariant subsheaf

of [[A]]. Now we argue the converse. First we show that every equivariant

subsheaf is a union of definable pieces and from this compactness easily implies

definability.

Recall from definition 1.2.1 that each parameter kx determines a canonical

open section [[kx]] : Vkx → [[A]] sending µ 7→ 〈µ, µx(k)〉. When µ |= ϕ(k) this
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factors through [[ϕ]], giving a subsection

[[ϕ]] ⊆ [[A]]

Vϕ(k)

[[k|=ϕ]]

OO✤
✤
✤

⊆ Vkx

[[k]]

OO

Lemma 1.5.3. Given any equivariant sheaf 〈E, ρ〉 and a partial section e :

Vϕ(k) → E there is a unique equivariant extension of e along the canonical

section [[k |= ϕ]]:

[[ϕ]]
ẽ // E

Vϕ(k)

[[k|=ϕ]]

bb❉❉❉❉❉❉❉❉ e

==⑤⑤⑤⑤⑤⑤⑤⑤⑤
.

Proof. This is an easy application of the reassignment lemma 1.1.8. For any

point 〈µ, a〉 ∈ [[ϕ]] we find another model ν and an isomorphism α : µ ∼= ν so

that ν(k) = α(a). Then equivariance forces us to set

ẽ〈µ, a〉 = ρα−1 ◦ ẽ ◦ ρα〈µ, a〉

= ρα−1 ◦ ẽ 〈ν, α(a)〉

= ρα−1 ◦ ẽ ◦ [[k |= ϕ]](µ)

= ρα−1 ◦ e(ν).

Lemma 1.5.4. If S ⊆ [[A]] is an equivariant subsheaf, then S is a union of

definable subsheaves.

Proof. First we show that when a basic open set Wϕ(x,k) is contained in S then

so is the definable sheaf [[∃y.ϕ]]. Fix a model µ and a pair 〈a, b〉 ∈ |Mµ|〈x,y〉 such

that µ |= ϕ(a, b). We need to see that 〈µ, a〉 belongs to S.

By the reassignment lemma we can find an isomorphism α : µ
∼
−→ ν such

that α(b) = ν(k). Then ν |= ϕ(α(a), k), so that 〈ν, α(a)〉 ∈ Wϕ(x,k) ⊆ S.

Because S is equivariant along α, this implies that 〈µ, a〉 ∈ S as well.
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For each 〈µ, a〉 ∈ S choose a basic open neighborhoodW [ϕa(x, ka)] ⊆ S. By

the foregoing, [[∃ya.ϕa]] is contained in S as well, so we have

S =
⋃

〈µ,a〉∈S

[[∃ya.ϕa]].

Theorem 1.5.5. An equivariant subsheaf S ⊆ [[A]] is definable if and only if it

is compact.

Proof. We have just seen that S =
⋃
i[[ϕi]] for some set of formulas {ϕi(x)}i∈I .

If S is compact, then we can reduce this to a finite subcover

S = [[ϕi1 ]] ∪ . . . ∪ [[ϕin ]],

in which case S is definable by the finite disjunction:

S = [[A]]

S =




 ∨

j=1,...,n

ϕij




 .

Conversely, suppose that S = [[ϕ]] is definable and that S =
⋃
i∈I Ti for

some equivariant subsheaves Ti. By the previous lemma, we may express each

of these as a union of definable pieces: Ti =
⋃
j∈Ji

[[ψij ]]. Then S =
⋃
i,j [[ψij ]]

and, by completeness, it follows that

T⊲{ψij(x)}i∈I,j∈Ji ⊢x:A ϕ(x).

Logical compactness ensures that only finitely many of these formulas is

required to prove ϕ. Consequently, finitely many of the definable sheaves [[ψij ]]

cover S. These are contained in finitely many of the subsheaves Ti, which must

also cover S, so S is compact for equivariant covers.

Corollary 1.5.6 (cf. Butz & Moerdijk [8] [9]). Any equivariant map between

definable sheaves s : [[A]] → [[B]] is definable by a formula σ(x, y), in the sense

that for any 〈µ, a〉 ∈ [[A]], s(a) = b iff µ |= σ(a, b).
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Proof. Because s is equivariant, the graph Γs = {〈µ, a, b〉|s(a) = b} defines an

equivariant subsheaf of [[A]] ×
M0

[[B]]. Because it is a graph, this subsheaf is

isomorphic to [[A]] which is compact.

It then follows that the graph is definable: Γs = [[σ]], so

s(a) = b⇐⇒〈µ, a, b〉 ∈ [[σ]]⇐⇒µ |= σ(a, b).

In the next chapter we will define the syntactic pretopos ET associated with

a coherent theory T. Roughly speaking, the object of ET are formulas in context

(supplemented with formal coproducts and quotients). The arrows are provably

functional relations. A T-model is equivalent to a pretopos functor ET → Sets,

taking each formula ϕ to the definable set ϕM . We close this section with a few

topos-theoretic results connecting ET andMT.

For any pretopos E , the family of finite, jointly epimorphic families defines

a Grothendieck topology called the coherent topology J c. Whenever we talk

about sheaves on a pretopos we will mean the coherent sheaves, so we write

Sh(E) rather than Sh(E ,J c).

It is well-known that Sh(ET) is the classifying topos for T, and for any other

topos S a geometric morphism ǫ : S → Sh(ET) is essentially determined by a

pretopos functor ǫ0 : ET → S. From this, one defines the inverse image ǫ∗ :

Sh(ET)→ S by left Kan extension; each ET-sheaf is a colimit of representables

F ∼= lim
−→j

yAj and ǫ∗(F ) ∼= lim
−→j

ǫ0(Aj).

Theorem 1.5.7 (Butz-Moerdijk [8] [9]). Sheq(MT) is the classifying topos for

T-models. Specifically, the classifying geometric morphism of the generic T-

model in Sheq(MT) is an equivalence of categories.

Proof. The following argument comes from Awodey & Forssell, [11, 5].

The definable sheaf construction induces a pretopos functor [[−]] : ET →

Sheq(M). Finite limits are preserved a the level of fibers because these are
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definable sets (where limits are preserved) and so so
∣∣[[lim
←−

Ai]]
∣∣ ∼=

∣∣ lim
←−

[[Ai]]
∣∣.

Then observe (cf. proposition 1.2.2) that every open set in [[lim
←−

Ai]] is a union

of boxes from the factors. Similarly, coproducts and quotients are preserved on

the stalks and, since colimits in equivariant sheaves are computed stalk-wise,

they are also preserved at the level of sheaves.

By the Grothendieck comparison lemma, the induced geometric morphism

Sheq(M) → Sh(ET) is an equivalence just in case [[−]] is full, faithful and

generating, in the sense that for any equivariant sheaves and maps h, h′ : F ⇒ G

there is a definable sheaf [[ϕ]] and an equivariant map e : [[ϕ]] → F such that

h ◦ e 6= h′ ◦ e. Corollary 1.5.6 shows that [[−]] is full.

Completeness ensures that it is also faithful. Suppose that σ 6= τ : A ⇒ B.

Then there is a model M (which we may assume is κ-small) and an element

a ∈ AM such that σM (a) 6= τM (a). Choose any labelled model µ withMµ =M .

Then [[σ]](〈µ, a〉) = σµ(a) 6= τµ(a) = [[τ ]](〈µ, a〉), so [[σ]] 6= [[τ ]].

Now suppose that 〈F, ρ〉 is any equivariant sheaf on M. For any basic

open set there is a canonical section k̂ : Vϕ(k) → [[ϕ]], and every partial section

s : Vϕ(k) → F has a unique equivariant extension to [[ϕ]] such that ŝ ◦ k̂ = s

(lemma 1.5.3). Any h, h′ can be distinguished by some partial section s (as

these cover F ), so these are also distinguished by ŝ. Therefore [[−]] generates

Sheq(M).

Proposition 1.5.8. The geometric morphism ǫ : Sh(M0)→ Sheq(M) ≃ Sh(E)

is both surjective and essential (and therefore open).

Proof. The inverse image of ǫ is given by the forgetful functor ǫ∗ : Sh(E) ≃

Sheq(M) → Sh(M0). We extend the semantic bracket notation by writing

ǫ∗E = [[E]] for any E ∈ Sh(E). By definition, ǫ is surjective just in case ǫ∗ is

faithful. Since an equivariant map E → E′ is just a sheaf map which preserves

the equivariant action, this is certainly true.
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According to the adjunction, the direct image ǫ∗ is is canonically determined

by maps out of the definable sheaves. Given a sheaf F ∈ Sh(M0),

(ǫ∗F )(A) ∼= HomSh(E)(yA, ǫ∗F )

∼= HomSh(M0)([[A]], F ).

The essential left adjoint ǫ! ⊣ ǫ∗ is determined by colimits (which it must

preserve) together with the requirement ǫ!Vϕ(k) = yϕ. Since any F ∈ Sh(M0)

is a colimit of these basic opens, F ∼= lim
−→i

Vϕi(ki), we are forced to define ǫ! by

ǫ!F ∼= lim
−→i

yϕi.

The adjunction then follows from the universal property of the canonical sec-

tions (referenced in the previous theorem). These induce a sequence of canonical

isomorphisms

HomSh(M0)(F, [[E]]) ∼= HomSh(M0)(lim−→i
Vϕi(xi), [[E]])

∼= lim
←−i

HomSh(M0)(Vϕi(xi), [[E]])

∼= lim
←−i

HomSheq(M)([[ϕi]], [[E]])

∼= lim
←−i

HomSh(E)(yϕi, E)

∼= HomSh(E)(lim−→i
yϕi, E)

∼= HomSh(E)(ǫ!F,E).

1.6 Classical first-order logic

The foregoing chapter has been concerned with the coherent fragment of (intu-

itionistic) first-order logic. In this section we discuss the relevant generalization

to full first-order (classical) logic. In order to extend the coherent definabil-

ity theorem we will replace the given language L by a theory T, written in an

extended language L, such thatM(L)fo ∼=M(T)coh.

Supplementing coherent logic by negation yields a complete set of quantifiers,

so we may assume that all first-order formulas are written using {⊤,∧, ∃,¬}.
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Apart from this, the definition of the first-order spectrum is completely analagous

to that of the coherent spectrum.

Definition 1.6.1 (First-order spectra). Fix a language L and a regular cardinal

κ ≥ |L | + ℵ0. The first-order spectrum of the language Mfo = M(L)fo is

defined by

• The underlying sets ofMfo are the same as those ofMcoh (cf. definitions

1.1.2 & 1.4.1):

|Mfo
0 | = |M

coh
0 | |Mfo

1 | = |M
coh
1 |

• The topology of Mfo is defined in the same fashion as that of Mcoh (cf.

definitions 1.1.4 & 1.4.1), except that the basic open sets Vϕ(k) range over

all first-order formulas ϕ(x).

• The spectrum of a first-order theory T is the full subgroupoid M(T)fo ⊆

M(L)fo consisting of labelled models µ which satisfy the axioms of T.

The first-order and coherent spectra are nearly identical; they share exactly

the same groupoid structure of labelled models and isomorphisms. However,

the first-order topology is finer and, in particular, more separated. Recall that

the Stone space for a Boolean propositional theory has a basis of clopen sets.

Points of the Stone space are valuations of the algebra and these are completely

disconnected in the topology. Here we have the related fact

Lemma 1.6.2. The connected components ofM0(L)fo correspond to complete

theories in L.

Proof. For any collection of sentences ∆ we let V ∆ =
⋂
ϕ∈∆ Vϕ. Every model

µ defines a complete theory ∆µ = {ϕ | Mµ |= ϕ}. If ∆ 6= Γ are distinct

complete theories then there is some formula with ϕ ∈ ∆ and ¬ϕ ∈ Γ, so

V ∆ ∩ V Γ ⊆ Vϕ ∩ V¬ϕ = ∅. Thus we have a partition

M0(L)
fo =

∐

∆ compl.

V ∆.
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It remains to see that each subset V ∆ is itself connected. This follows

from the fact that complete theories satisfy the joint embedding property: if

M1,M2 |= ∆ there is another ∆-model N and a pair of elementary embeddings

M1 → N and M2 → N . This is easy to see using the method of diagrams

introduced in the next chapter (cf. proposition 2.4.3). By Lowenheim-Skolem,

we may assume |N | = |M1|+ |M2|.

Now suppose that µ1 and µ2 are labelled models of ∆. The labellings on µ1

and µ2 are infinite so we may restrict to sublabellings µ′
1 and µ′

2 (still infinite)

which use disjoint sets of labels. Thus we have µ′
1 ∈ µ1 and µ′

2 ∈ µ2. By the

previous observation regarding joint embedding, together with the disjointness

of labels, we can find another labelled model ν with µ′
1, µ

′
2 ∈ ν. Thus we have

a chain

µ1 ∋ µ
′
1 ∈ ν ∋ µ

′
2 ∈ µ2.

Now suppose that V ∆ has a clopen partition V ∆ = U1 + U2. If µ ∈ U1

then we also have the closure µ ⊆ U1. Given the chain above, this implies that

µ1 ∈ U1 if and only if µ2 ∈ U1. Hence U2 = ∅, and V ∆ is connected.

In order to apply the coherent definability theorem 1.5.5 to the first-order

case, we give a translation from classical to coherent logic. This is a process

called Morleyization and a discussion can be found at [16], D1.5.13.

Lemma 1.6.3. For each first-order theory T in a language L there is a coherent

theory T∗, written in an extended language L∗, such thatM(T)fo ∼=M(T∗)coh.

Proof. First consider the case of first-order L-structures (i.e., T is the empty

theory over L). We obtain the extended language as a union L∗ =
⋃
Ln where

L0 = L. Let Coh(Ln) denote the set of coherent formulas in Ln and define

Ln+1 = Ln ∪{Nϕ(x) | ϕ(x) ∈ Coh(Ln)}. Similarly, T∗ =
⋃
Tn where Tn+1 is
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Tn together with the Ln+1-coherent axioms

⊢ ϕ(x) ∨Nϕ(x)

ϕ(x) ∧Nϕ(x) ⊢ ⊥.

Of course, many of these new symbols are redundant; for example, one of de

Morgan laws forces an equivalence Nϕ∧ψ ≡ Nϕ ∨ Nψ. However, there is little

benefit in a more parsimonious approach.

Suppose that M is an L-structure. Given the axioms in T1, each L1-symbol

Nϕ has a unique interpretation as the complement NM
ϕ = |M |x \ϕM . As usual,

these interpretations for L1-symbols extend uniquely to an interpretation for

any L1-formula. Then each L2-symbol has a unique interpretation satisfying T2

(as the complement of an L1-formula), and so on.

This shows that each L-structure M has a unique extension to a model

M∗ |= T∗. As L and L∗ have the same basic sorts we can also lift a labelling of

M to a labelling of M∗; this gives a map µ 7→ µ∗ inducing a bijection

j : |M0(L)
fo| ∼= |M0(L)

coh| ∼= |M0(T
∗)coh|.

Every classical formula ϕ(x) over L is T∗-equivalent to a coherent formula

over L∗. This is easily proved by induction. If ϕ(x), ψ(x) and γ(x, y) are

all coherent over L then they are already coherent over some Ln. But then

(ϕ ∧ ψ)(x) and ∃y.γ(x) are also coherent over Ln and ¬ϕ(x) ≡ Nϕ is coherent

over Ln+1.

From this it is easy to see that the bijection j is actually a homeomorphism:

µ ∈ V¬ϕ(k) ⊆M0(L)
fo⇐⇒µ∗ ∈ VNϕ(k) ⊆M0(T

∗)coh.

Similarly, an isomorphism α : M ∼= N lifts uniquely to α∗ : M∗ ∼= N∗ and

this induces a homeomorphism at the level ofM1. This establishes the claimed

isomorphism of spectraM(L)fo ∼=M (T∗)
coh
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Now suppose that T is not empty. Each formula ϕ ∈ T corresponds to a

coherent formula ϕ∗ over L∗, and we simply add these into T∗. Then µ |= ϕ

just in case µ∗ |= ϕ∗ and soM(T)fo ∼=M(T∗)coh.

As in the coherent case, one can proceed to define the a generic first-

order model in the equivariant sheaves over Mfo. For each context x : A

there is a sheaf [[A]]fo and for each formula ϕ(x) there is a definable subsheaf

[[ϕ]]fo ⊆ [[A]]fo. Moreover, the homeomorphism j : M(T)fo
∼
−→ M(T∗)coh

induces corresponding maps jA : [[A]]fo
∼
−→ [[A]]coh between these.

Theorem 1.6.4 (First-order definability). Suppose that x : A is a context and

for every first-order labelled model µ we have a subset Sµ ⊆ |Mµ|x. These

subsets are first-order definable just in case the union
⋃
µ Sµ defines a compact

equivariant subsheaf of [[A]]fo.

Proof. Clearly the subsets Sµ are first-order definable just in case the corre-

sponding subsets S∗
µ = j(Sµ) are coherently definable from T. By the coherent

definability theorem, this is true just in case jA(S) is a compact equivariant

subsheaf of [[A]]coh.

A homeomorphism preserves open sets, so S is a subsheaf just in case jA(S)

is. We have already observed that a first-order isomorphism µ
∼
−→ ν is the same

as a coherent isomorphism µ∗ ∼
−→ ν∗ and these act on [[A]]fo and [[A]]coh in the

same way. Thus S is equivariant just in case jA(S) is. Finally, as jA preserves

covers and equivariant subsheaves, it also preserves (equivariant) compactness.

Thus S is definable ⇐⇒ jA(S) is definable

⇐⇒ jA(S) is a compact equivariant subsheaf

⇐⇒ S is a compact equivariant subsheaf

This provides a full solution to the problem of “logicality”, the question of

when a family of subsets {SM ⊂ |M |}M|=T is definable in first-order logic. This

question goes back to Tarski, who proved (with Lindenbaum) that definable
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sets must be invariant under isomorphism [25]. However, this is clearly not a

sufficient condition for (first-order) definability because, for example, infinitary

quantifiers and connectives are also isomorphism stable. This is a question

which he returned to throughout his career [35].

Most attempts to answer this question have centered around stability under

some (typically) larger class of morphisms. For example, McGee has shown

that the sets which are stable under isomorphisms are exactly those which are

definable in L∞∞ (i.e., definable by formulas with any (infinite) number of

variables and arbitrarily large conjunctions [30]. Bonnay showed that a family

of sets is stable under arbitrary homomorphism if and only if it is definable in

L∞∞ without equality [6]. Feferman has shown that sets are λ-definable from

monadic operations if and only if they are definable in first-order logic without

equality [10].

The foregoing discussion suggests a different approach, relying on topology

rather that morphism invariance. We have given a precise topological character-

ization of definability in coherent logic and, via Morleyization, we may regard

any classical first-order theory as a coherent theory. Together, this gives an

exact characterization of definability in first-order logic.

Similar methods can also be applied to yield a topological definability the-

orem for intuitionistic logic, so long as we modify our spectra to range over

Henkin models as well as the intended interpretations. To make sense of this

we will need to employ the categorical logic discussed in the next chapter.
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Chapter 2

Pretopos Logic

In this chapter we will recall and prove a number of well-known facts about

pretoposes, most of which can be found in either the Elephant [16] or Makkai &

Reyes [27]. We recall the definitions of coherent categories and pretoposes and

the pretopos completion which relates these two classes of categories. We go

on to discuss a number of constructions on pretoposes, including the quotient-

conservative factorization and the machinery of slice categories and localizations.

In particular, we define the elementary diagram, a logical theory associated

with any T-model, and its interpretation as a colimit of pretoposes. These are

Henkin theories: they satisfy existence and disjunction properties which can

be regarded as a sort of “locality” for theories. We will also show that this

machinery interacts well with complements, so that the same methods may be

applied to the study of classical theories.

2.1 Coherent logic and pretoposes

Categorical logic is founded upon two principles: (i) logical theories are struc-

tured categories and (ii) models and interpretations are structure-preserving

functors. These premises were first developed by Lawvere in his PhD. thesis,
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Functorial Semantics of Algebraic Theories [24]. The first slogan means that

the syntactic entities of a theory T (i.e., formulas and terms) can be arranged

into a syntactic category CT. Any T-model then defines a functor CT → Sets

which is unique up to isomorphism. The ambient logic of T (e.g., classical or in-

tuitionistic, propositional or first-order) corresponds to the relevant categorical

structure which CT possesses (and which its models preserve).

We will assume that the reader is familiar with the basic contours of func-

torial semantics, in particular the interpretation of finite limits as pairing and

conjunction and regular factorization as existential quantification. These ideas

were discussed briefly in the last chapter (25), and a more complete discussion

can be found in [27], [26] or [16]. In this chapter we will present the extension of

these ideas to coherent categories and pretoposes. The material in this section

and the next is well-known; a standard reference is Johnstone [16] A1.

A category C is coherent if it has (i) finite limits, (ii) regular epi-mono

factorization and (iii) finite joins of subobjects and, moreover, the latter two

constructions should be stable under pullbacks. Coherent structure is sufficient

to interpret coherent theories; this structure is exactly that which was required,

in the last chapter, for our interpretation of the generic model in Sh(M0) (page

25).

Now fix a (multi-sorted) first-order language L. An interpretation I of L in a

coherent category E begins with an underlying object AI ∈ E for each basic sort

A ∈ L. A compound context B = 〈A1, . . . , An〉 is interpreted by the product

BI =
∏
iA

I
i .

To each basic relation R(x) (in a context x : A) we assign a subobject

RI ≤ AI ; similarly, we assign an arrow f I : AI → BI each function symbol

f : x→ y (where y : B). Given this data, we can construct an interpretation of

any coherent formula ϕ(x) as a subobject ϕI ≤ AI . The construction proceeds

inductively based on the formulaic structure of ϕ(x), where each logical opera-
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tion is interpreted as on page 25. Given such an interpretation, we asy that I

satisfies a sequent ϕ(x) ⊢
x:A

ψ(x) just in case ϕI ≤ ψI in SubE(A
I).

Each coherent theory T determines a syntactic category ET which is itself

coherent. For each context x : A there is an object Ax ∈ ET and these are

related inductively by

A〈x,y〉 ∼= Ax ×Ay A〈〉 ∼= 1ET
.

Every formula ϕ(x) determines a subobject [x|ϕ] ≤ Ax and we have [x|ϕ] ≤ [x|ψ]

if and only if T proves the corresponding sequent, which we notate

ET ⊲ϕ(x) ⊢x:A ψ(x).

A morphism σ : [ϕ(x)] → [ψ(y)] is a formula σ(x, y) which is provably functional

(p.f.) on ϕ:

σ(x, y) ⊢ ϕ(x) ∧ ψ(y)

σ(x, y) ∧ σ(x, y′) ⊢ y = y′

ϕ(x) ⊢ ∃y.σ(x, y).

When σ is provably functional, we will often write σ(x) = y in place of σ(x, y).

If I in an interpretation of T in a coherent category F, this induces a coherent

functor Ĩ : ET → F by sending [x|ϕ] 7→ ϕI . One can also define L-structure

homomorphisms in F and these correspond to natural transformations Ĩ0 → Ĩ1.

This defines an equivalence of categories (natural in F)

T -Mod(F) ∼ Coh(ET,F)

and this classification property fixes ET up to equivalence. In particular, a

classical model of T corresponds to a coherent functor M : ET → Sets.

Definition 2.1.1. An initial object 0 ∈ E is called strict if, for any other object

A 6∼= 0, HomE(A, 0) = ∅.
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Suppose that E has a strict initial object. A coproduct A + B ∈ E is called

disjoint if the pullback of the coprojections is 0:

0
❴✤

//

��

A

iA
��

B
iB

// A+B.

A left-exact category with a strict initial object and all disjoint coproducts,

both stable under pullbacks, is called extensive.

Definition 2.1.2. A subobject R ≤ A×A in E is called an equivalence relation

or congruence if it satisfies diagrammatic versions of reflexivity, transitivity and

symmetry axioms:

Refl. Trans. Sym.

A //❴❴❴❴
""

∆
""❋

❋❋
❋❋

❋❋
❋ R��

��

A×A

R×
A
R

//❴❴❴❴

〈p1,p3〉
""❉

❉❉
❉❉

❉❉
❉❉

R��

��

A×A

R //❴❴❴
##

##●
●●

●●
●●

● A×A

∼tw
��

A×A

An object Q = A/R is the (exact) quotient of A by R if there is a coequalizer

e : A։ Q (necessarily a regular epimorphism) such that R is the kernel pair of

e:

R
❴✤

//

��

A

e

��

A e
// Q.

If a left-exact category E has exact quotients for all equivalence relations and

these are stable under pullback then E is called an exact category.

Definition 2.1.3. A pretopos is a category which is both extensive and exact.

Note that a pretopos is automatically regular and coherent. The first claim

follows from the fact that each kernel pair is an equivalence relation, so that

an exact category already has a quotient for every kernel pair. For the second

claim, simply note that the join of two subobjects R,S ≤ A can be computed as
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the epi-mono factorization R+ S ։ R ∨ S ֌ A. A coherent functor automati-

cally preserves any disjoint coproducts and quotients in its domain, so pretopos

functor is nothing more than a coherent functor between pretoposes.

Lemma 2.1.4. If E is a pretopos, then

1. every monic in E is regular (an equalizer).

2. E is balanced: epi + mono ⇒ iso.

3. every epic in E is regular (a coequalizer).

Furthermore, for any epimorphism f : A։ B,

4. f∗ : Sub(B)→ Sub(A) is injective.

5. ∃f ◦ f∗ is the identity on Sub(B).

Proof. Suppose that m : R֌ A is monic. This induces an equivalence relation

ER ֌ A + A and its quotient is a pushout: Q ∼= A ⊕
R
A. Moreover, the

coprojections A⇒ Q are again monic and their intersection is R. Consequently,

R֌ A⇒ Q is an equalizer diagram and m is regular.

Now suppose that m is both epic and monic. Because it is epic and equalizes

the coprojections A⇒ Q, these coprojections must be equal. But then m is the

equalizer of identical maps, and therefore an isomorphism. Hence E is balanced.

Now suppose f : A → B is epic. Factor f as a regular epi e followed by a

monic m. Since f is epic, m is as well. But then balance implies that m is an

isomorphism. Since e and f are isomorphic maps and e is regular, f too.

Note that f∗ injective follows immediately from the identity ∃f ◦ f∗ =

1Sub(B). Because regular epis are stable under pullback, any subobject S ≤ B

induces a pullback square in which the left-hand side is a reg epi-mono factor-

ization

f∗S
❴✤
// //

����

A

f
����

S // // B.
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This is exactly the definition of ∃f , so uniqueness of factorizations guarantees

that S ∼= ∃f (f∗S).

Definition 2.1.5. Suppose that I : E → F is a coherent functor we say that I

is:

• conservative if it reflects isomorphisms.

• full on subobjects if, for every object A ∈ E and every subobject S ≤ IA ∈

F there is a subobject R ≤ A with IR ∼= S.

• subcovering if for every object B ∈ F there is an object A ∈ E, a subobject

S ≤ IA ∈ F and a (regular) epimorphism S ։ B.

Lemma 2.1.6 (Pretopos completion). The forgetful functor Ptop→ Coh has

a left adjoint sending each coherent category E to its pretopos completion E .

Moreover, the unit is a coherent functor I : E → E which is conservative, full,

full on subobjects and (finitely) subcovering.1

Sketch. Please see [16], A3 or [32] for a more detailed presentation.

A finite-object equivalence relation Ai/R in E is a family of objects 〈Ai〉i≤n

together with binary relations Rij ֌ Ai ×Aj satisfying

Refl. Ai

∆
))

//❴❴❴ Rii // // Ai ×Ai,

Trans.

Rij ×
[ϕj]

Rjk

〈pi,pk〉

**
//❴❴❴ Rik // // Ai ×Ak,

Sym.

Rij

∼

// // Ai ×Aj

∼tw

Rji // // Aj ×Ai

.

1Because E may not have coproducts, we are allowed to cover each B ∈ E by a finite family

of subobjects Si ≤ IAi.

48



The objects of E are the finite-object equivalence relations in E. Given two

such objects Ai/R and Bk/S an arrow f : Ai/R→ Bj/S is a family of relations

Fik ֌ Ai × Bk which is provably functional modulo the equivalences R and

S. For example, the condition σ(x, y) ∧ σ(x, y′) ⊢ y = y′ becomes the following

requirement: for all Z ∈ E and all xi : Z → Ai and yk : Z → Bk we have




Z
〈xi,xj〉

//

##❋
❋

❋
❋

❋ Ai ×Aj Z
〈xi,yk〉

//

##❋
❋

❋
❋

❋ Ai ×Bk Z
〈xj ,yl〉

//

##❋
❋

❋
❋

❋ Aj ×Bl

Rij

OO

Fik

OO

Fjl

OO




⇒
Z

〈yk,yl〉
//

##●
●

●
●

● Bk ×Bl

Skl

OO

i.e.,
(
Rij(xi, xj) ∧ Fik(xi, yk) ∧ Fjl(xj , yl)

)
⇒ Sjl(yj , yl)

Each object A ∈ E defines a trivial quotient A/= and the comparison functor

I : E → E acts by sending A 7→ A/=. Two maps are equal modulo the

identity relation just in case they are provably equal, so this displays E as a full

subcategory inside E . It follows at once that I is conservative. Henceforth we

will not distinguish between an object A ∈ E and its image IA ∈ E .

Suppose Ai is a family of objects in E. Define an equivalence relation ∆ij = 0

if i 6= j and ∆ii = ∆Ai . In E this defines a (disjoint) coproduct
∐
iAi = Ai/∆ij .

From these, any binary coproduct (Ai/R)+(Bj/S) can be defined as a quotient

of
∐
iAi +

∐
j Bj , so E is closed under +. Moreover, any object Ai/R comes

equipped with a family Ai ∈ E and a presentation
∐
iAi ։ Ai/R, so I is finitely

subcovering.

To see that I is full on subobjects, suppose that A,Bi ∈ E and Bi/R ≤ A.

Each composite Bi → Bi/R ֌ A belongs to the full subcategory E, so its epi-

mono factorization Bi ։ im(Bi) ֌ A does as well. Since Bi/R is the epi-mono

factorization of a map
∐
iBi → A it is isomorphic to

∨
i im(Bi), which again

belongs to E.
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Definition 2.1.7. The classifying pretopos ET of a coherent theory T is the pre-

topos completion of the syntactic category ET. We will say that T is a pretopos

theory if I : ET → ET is an equivalence of categories.

Every pretopos classifies a theory TE . To form this theory, we let every

object A ∈ E determines a basic sort, every subobject S ≤ A a basic relation

and every arrow f : A → B a function symbol. The axioms of TE are defined

by the subobject ordering in E : R ⊢
TE

S⇐⇒R ≤ S ∈ SubE(A). If E = ET is

already the classifying category for some coherent theory T, then the extension

T ⊆ TE is essentially the same as Shelah’s model-theoretic closure T ⊆ Teq (see

e.g. [13] for a discussion).

Because coproducts and quotients are definable in Sets, every T-model M

has an essentially unique extension to a Teq modelM eq. Category-theoretically,

this amounts to an equivalence of categories

Coh(ET,Sets) ≃ Ptop(ET,Sets)

and this follows immediately from the fact that pretopos completion is left

adjoint to the forgetful functor Ptop → Coh. Therefore it is reasonable to

regard T and Teq as the “same” theory in the sense that they are semantically

equivalent.

Teq is a conservative extension which allows for a syntactic operation called

elimination of imaginaries. An imaginary element a/E in a model M is a defin-

able equivalence relation E(x, x′) (where x, x′ : A) together with an equivalence

class [a] ∈ AM/EM . M has uniform elimination of imaginaries (u.e.i) if for ev-

ery equivalence relation E(x, x′) there is a sort y : B and a p.f. formula ǫ(x, y)

such that

M |= E(a, a′) ⊣⊢ ∃y.
(
ǫ(a) = y = ǫ(a′)

)
.

Pretopos structure supports elimination of imaginaries in the sense that ev-

ery Teq-model has u.e.i. Given a definable equivalence relation E(x, x′), simply
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take B = A/E and let ǫ(x, y) be the p.f. relation corresponding to the quotient

A։ A/E.

When we study categorical semantics we sometimes fix a pretopos S (often

S = Sets) to serve as a “semantic universe”. In that case, we distinguish

between interpretations I : E → F (between arbitrary pretoposes) and models

M : E → S (into S). We let AM denote the value of a model M at an object

A ∈ E . We (loosely) refer to AM as a definable “set” in M and write a ∈ AM

as a shorthand for a ∈ HomS(1, A
M ).

In this terminology, interpretations act on models by precomposition (con-

travariantly):

F -Mod(S)
I∗ // E -Mod(S)

N ✤ // I∗N

F

N
%%❑

❑❑❑
❑❑❑

❑❑❑
❑ E

Ioo

I∗N
yysss

sss
ss
ss
s

S

For each A ∈ E , AI
∗N = (IA)N and we call I∗N the reduct of N along I. This

generalizes the classical terminology; if I is induced by an inclusion of theories

T ⊆ T′ and N |= T′, I∗N ∼= N↾L(T).

From this point forward we will work in the doctrine of pretoposes and define

our logical terminology accordingly: “theory” is synonymous with “pretopos”,

a formula is an object and a model is a pretopos functor to Sets. Please see

the table on page 10 for a full list of categorical definitions and their logical

equivalents.

2.2 Factorization in Ptop

In this section we review the quotient-conservative factorization system in Ptop.

A discussion of this factorization system can be found in [29]. Given a pretopos
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E , a sequent in E is an object A ∈ E (a context) together with an (ordered) pair

of subobjects ϕ, ψ ∈ Sub(A). We say that E satisfies ϕ ⊢ ψ just in case ϕ ≤ ψ.

An interpretation I : E → F is conservative in the logical sense if E satisfies

any sequents which I forces in F

F ⊲ I(ϕ) ⊢ I(ψ)⇒ E ⊲ϕ ⊢ ψ.

Categorically, this says that I is injective on subobjects : R � S ≤ A implies

IR � IS. We will see below that, in a pretopos, this is equivalent conservativity

in the categorical sense.

Lemma 2.2.1. For a pretopos functor I : E → F, the following are equivalent:

(i) I is conservative (reflects isomorphisms).

(ii) I is injective on subobjects.

(iii) I is faithful.

Proof. The implication (i)⇒(ii) is immediate. Suppose that I identifies two

subobjects IR ∼= IS ∈ SubF(IA); then IR ∼= I(R ∧ S) ∼= IS and, since I

reflects both these isomorphisms, R ∼= S already in E . To see that (ii)⇒(iii),

suppose that I is injective on subobjects and that f 6= g : A ⇒ B ∈ C. Then

Eq(f, g) � A, which implies that

Eq(If, Ig) = I(Eq(f, g)) � IA.

But then If 6= Ig, so I is faithful.

For (iii)⇒(i), suppose that I is faithful and that If is an isomorphism. If is

monic and epic, and both the properties are reflected by faithful functors. For

example, if If is monic and f ◦g = f ◦h then If ◦ Ig = If ◦ Ih, whence Ig = Ih

by monicity and g = h by faithfulness. Thus f is also monic and epic, and so

by balance (lemma 2.1.4) f is an isomorphism.
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Now we introduce a second class of pretopos functors, the quotients. Suppose

that T ⊆ T′ is an extension of theories written in the same language. Let E and

E ′ denote the classifying pretoposes of T and T′, respectively. From the pretopos

completion we know that each object of E is a T-definable equivalence relation,

and therefore also T′-definable. Similarly, E-arrows are T-provably functional

relations (modulo equivalence), and these are also T′-provably functional.

This means that the inclusion T ⊆ T′ induces an interpretation I : E → E ′.

Since equality of arrows in E ′ is T′-provable equality, I may not be faithful.

Similarly, the new axioms in T′ may introduce provable functionality or equiv-

alence, so in general I is neither full nor surjective on objects. However, I does

satisfy some related surjectivity conditions defined in the last section.

Lemma 2.2.2. If T ⊆ T′ is an extension of theories in the same language L

then the induced functor I : E → E ′ is subcovering and full on subobjects.

Proof. Suppose that Q is an object of E ′. By the pretopos completion we know

that Q has the form Q = Bi/E, where Bi = ϕi(xi) is a formula in context

xi : Ai and E is a T′-provable finite-object equivalence relation. Since T and T′

share the same language, Ai = IAi already belongs to E and the presentation
∐
i IAi ≥

∐
iBi ։ Q shows that I is subcovering.

Now suppose A = Ai/E is an object in E and S ≤ IA. Then S = Si/IE for

some family of subobjects Si ≤ IAi. Each Si corresponds to a T′-formula ϕi(xi)

in context xi : Ai. Since T and T′ have the same language, ϕi(xi) also defines a

subobject Ri ≤ Ai and I(Ri/E) ∼= Si/IE. Therefore I is full on subobjects.

Definition 2.2.3. A pretopos functor I : E → F is called a quotient if it is

both subcovering and full on subobjects (cf. definition 2.1.5). In particular, for

every B ∈ F there is an A ∈ E and an epimorphism IA։ B.
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Proposition 2.2.4. Every pretopos functor I : E → F has an factorization

into a quotient map followed by a conservative functor:

E
I //

Q $$ $$❏
❏❏

❏❏
❏ F

E/I
99 C

99tttttt

Proof. Begin by factoring I as a composite E
Q0
−→ G

C0−→ F , where Q0 is essen-

tially surjective on objects and C0 is full and faithful. G is not a pretopos but

it is coherent, and its pretopos completion is our desired factorization

E
I //

Q0 ��
❄❄

❄❄
❄❄

❄❄
Q

''❖❖
❖❖❖

❖❖❖
❖❖❖

❖❖❖ F

G
J

// G

C

??⑧⑧⑧⑧⑧⑧⑧⑧

Since Q0 is e.s.o., it is both subcovering and full on subobjects. J satisfies

the same properties by lemma 2.1.6. Since both classes of functors are closed

under composition, Q must be a quotient.

Note that if S � B is a proper subobject and p : A ։ B is a (regular) epi

then p∗S � A is again proper. This is because the composite p∗S → S ֌ A is

not epic (because S is proper) and this is equal to the composite p∗S ֌ B ։ A.

If p∗S
∼
−→ B were not proper then the composite would be epic, in contradiction

to the previous observation.

Suppose S ≤ B is a subobject in G. Because Q is a quotient, there is

an object A ∈ E and an epimorphism p : QA ։ B. Moreover, the pullback

p∗S ∼= S ×
B
QA is a subobject of QA and therefore also in the image of in Q:

∃R ≤ A with Q(R) ∼= S ×
B
QA.

In order to see that C is conservative, suppose CS ∼= CB. Since C preserves

pullbacks and C ◦Q ∼= I, this implies

IR ∼= C(S ×
B
QA) ∼= CS ×

CB
C(QA) ∼= CB ×

CB
IA ∼= IA.

As C0 is full and faithful, it follows that Q0R ∼= Q0A in G (and hence QR ∼= QA

in G). But p : QA ։ B is an epimorphism, so p∗ is injective on subobjects.
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Thus QR ∼= p∗S ∼= QA implies S ∼= B, so that C is injective on subobjects and

hence conservative.

Proposition 2.2.5. Quotient and conservative pretopos functors are orthogo-

nal. I.e., for any diagram of pretopos functors as below with C conservative and

Q a quotient there is a diagonal filler

E

Q
����

I // G
��

C

��

F
J

//

D

77♣♣♣♣♣♣♣
H .

The factorization is unique up to natural isomorphism.

Sketch. Consider an object B ∈ F . Since Q is a quotient, there is an A ∈ E

together with an epimorphism e : QA։ B. The kernel pair of e is a subobject

of Q(A × A) and so has a preimage K ֌ A × A in E . Applying J to B and

observing that JQ ∼= CI gives us a coequalizer diagram in H:

CI(K) ⇒ CI(A) ։ J(B).

Parallel arrows k1, k2 : K ⇒ A define an equivalence relation just in case

certain monics defined from k1 and k2 are, in fact, isomorphisms. For example,

the reflexivity and transitivity conditions (where τ : A × A
∼
−→ A × A the

twist isomorphism) can be expressed by requiring that the marked arrows in

the following pullback diagrams are isos:

A ∧K��

��

// ∼ // A��

��

τ(K) ∧K
��

∼

��

// ∼ // τ(K)
��

��

K // // A×A K // // A×A

A more complicated diagram involving subobjects of A×A×A expresses tran-

sitivity in much the same way. Since a conservative morphism reflects isomor-

phisms, it must also reflect equivalence relations.
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Since C is conservative, this shows that IK ⇒ IA is already an equivalence

relation in G, and we set D(B) equal to its quotient. Arrows can be handled

similarly. Each morphism b : B → B′ induces a subobject Sb ֌ IA×IA′ which

is provably functional modulo the equivalence relations defining B and B′. This

has a preimage Rb ∈ E and the property of being provably functional modulo

equivalence is reflected by conservative morphisms, so that I(Rb) induces a

morphism D(B)→ D(B′) as desired.

Essential uniqueness of the functor follows from the fact that D must pre-

serve quotients; if the kernel pair QK ⇒ QA maps to the kernel pair IK ⇒ IA

(so that D ◦ Q ∼= I), then D must send B to the quotient of IK, as above.

A similar argument applies to arrows. For further details, please see Makkai

[28].

Corollary 2.2.6. The factorization in lemma 2.2.4 is unique up to equivalence

in the category E/I and also functorial: for any square in Ptop there is a

factorization (unique up to natural isomorphism)

E

I

''
// //

��

E/I // //

��
✤
✤
✤

F

��

E ′

J

66
// // E ′ /J // // F ′

Proof. First suppose that we have two quotient-conservative factorizations of

I, through G and G′. By the previous proposition, there are essentially unique

diagonal fillers

E

����

// // G
��

��

D

}}

❤❦♥q
t

①

G′ // //
D′

>>

❤ ❦ ♥ q t
①
⑤

F

The compositeD′◦D is a diagonal filler between G and itself so, by uniqueness of

these diagonals, it must be naturally isomorphic to 1G . Similarly, D ◦D′ ∼= 1G′ ,

so G and G′ are equivalent categories.
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In order to establish functoriality, simply observe that there is a diagonal

filler

E

����

// E ′ // // E ′ /J
��

��

E/I // //

66♥♥♥♥♥♥♥
F // F ′ .

It is worth noting that the (coherent) sheaf functor sends the quotient/conservative

factorization on pretoposes to the surjection/embedding factorization of geomet-

ric morphisms.

E // // E /I // // F in Ptop

Sh(E) Sh(E /I)oooo Sh(F)oooo in Top

See [26] VII.4 for details of this construction in Top.

2.3 Semantics, slices and localization

In this section we translate some basic model-theoretic concepts into the context

of pretoposes. Specifically, we will consider certain model-theoretic extensions

T ⊆ T′ which involve new constants and axioms, but do not involve new sorts,

functions or relations. Although some of the specific definitions may be new,

the material is well-known and folklore. Most can be found, at least implicitly,

in Makkai & Reyes [27].

Fix a pretopos E and an object A ∈ E . Observe that the slice category

E/A is again a pretopos. Most of the pretopos structure–pullbacks, sums and

quotients–is created by the forgetful functor E/A → E . The remaining struc-

ture, products, exist because the identity 1A is terminal in E/A. Moreover, the

forgetful functor has a right adjoint A× : E → E/A sending an object B to

the second projection B × A → A. As a right adjoint A× preserves limits and
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the definition of pretoposes assumes pullback-stability for sums and quotients.

Therefore A× is a pretopos functor.

Lemma 2.3.1. E/A classifies A-elements. More specifically, there is an equiv-

alence of categories

Ptop(E/A,S) ∼= ΣM|=E HomS(1, A
M ).

Proof. An object of the latter category in the statement of the lemma is a

pair 〈M,a〉 where M is a model E → S and a is a (global) element of the E-

definable set AM . A morphism 〈M,a〉 → 〈M ′, a′〉 is an E-model homomorphism

h :M →M ′ such that hA(a) = a′.

Suppose that N : E/A → S; we recover M from N by taking the reduct

along A×: ϕM ∼= (ϕ × A)N . To recover a, note that the diagonal is a global

section in E/A

∆A : 1E/A ∼= A // A×(A) .

Therefore its interpretation in N is a global element (∆A)
N : 1 −→ (A×A)N =

AM . Similarly, we can recover an E-model homomorphism by composition

E
A×

// E/A

M
&&

N

88

✤✤ ✤✤
��
h S . The following naturality square shows that h(a) = a′:

1
a′=(∆A)M

′

// AM
′

hA

��

1
a=(∆A)M

// AM .

Conversely, given M and a we may define N : E/A → S by sending each

map σ : E → A to the fiber of σM over a. The same construction applies to
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morphisms: when h(a) = a′ the map hE restricts to the fiber σN :

σN
′

//

��

""❋
❋ EM

′

��

hE

$$■
■■■

σN
❴✤

//

��

EM

σM

��

1

❋❋
❋❋

❋

❋❋
❋❋

❋
a′ // AM

′

hA
$$■■

■■

1 a
// AM .

We leave it to the reader to check that these maps define an equivalence of

categories.

More generally, the pullback along any arrow τ : A → B is a pretopos

functor. If N : E/A → S classifies an element a ∈ AM then the composite

N ◦ τ∗ classifies the element τM (a) ∈ BM . In particular, an element a ∈ AM

satisfies a formula ϕ֌ A just in case the associated functor 〈M,a〉 : E/A→ S

factors through the pullback E/A→ E/ϕ.

A (model-theoretic) type in context A is a filter of formulas p ⊆ SubE(A).

This is precisely a set of mutually consistent formulas ϕ(x) in a common context

x : A. Given an element a ∈ AM we write a |= ϕ if M |= ϕ(a). In that case,

there is an essentially unique factorization of 〈M,a〉 through E/ϕ.

E/A
〈M,a〉

//

ϕ⊢A

��

S

E/ϕ

a|=ϕ

88qqqqqqq

Similarly, we write a |= p if a |= ϕ for every ϕ ∈ p. This induces a functor

out of the filtered colimit

E/A
〈M,a〉

//

ϕ⊢A

��

S

E/ϕ

==④
④

④
④

④

ψ⊢ϕ
// E/ψ

p⊢ψ
//

OO✤
✤
✤

lim
−→ϕ∈p

E/ϕ.

ee❑
❑
❑
❑
❑
❑
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It follows that we can define the classifying pretopos for p-elements by taking a

directed (2-)colimit2

Ep ≃ lim
−→ϕ∈p

E/ϕ.

We will see in a moment that ED is a pretopos. Although ED is only defined

up to equivalence of categories, the same is true for the classifying pretopos of

a theory.

More generally we have the following definition:

Definition 2.3.2. Given a filtered diagram D : J → Eop the localization of E

at D is the colimit (in Cat) of the composite j 7→ Dj 7→ E/Dj:

ED ≃ lim
−→j∈J

E/Dj

Given a map i → j in J we let dij : Dj → Di so that d∗ij : E/Di → E/Dj.

For each j ∈ J , ̃ denotes the colimit injection E/Dj → ED.

We may take Ob(ED) =
∐
j Ob(E/Dj). Given σ ∈ E/Di and τ ∈ E/Dj, an

arrow f : σ → τ is defined by a span Di ← Dk → Dj together with a map

f : d∗kiσ → d∗kjτ . Similarly, two arrows f ∈ E/Di and g ∈ E/Dj are identified

in the colimit just in case there is a span as above such that d∗kif = d∗kjg.

Lemma 2.3.3. If E is a pretopos and D is a filtered diagram in Eop then ED

is again a pretopos and a finite (co)cone in ED is (co)limiting just in case it is

the image of a (co)limit in one of the slice categories.

Proof. Because any two indicesDi andDj have a common spanDi ← Dk → Dj ,

representatives from the two categories can be compared in Dk. Therefore, for

any finite family of objects and arrows ED may choose representatives belonging

to a single slice category E/Dk. Pulling back along a further map Dl → Dk we

may realize all of the (finite number of) equations holding among this family.

Thus any finite diagram in ED has a representative in a single slice.

2See Lack [21] for the definition of (pseudo-)colimits in a 2-category.
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This allows us to compute limits in F using those in the slices. Suppose that

F is a finite diagram in ED and find a diagram of representatives F ∈ E/Dj. Let

L denote the limit of these representatives in E/Dj . Now suppose that Z → F

is a cone in ED. By the previous observation there is a further map Dk → Dj

such that the cone and the diagram together have representatives Z → d∗jkF in

E/Dk.

Since pullbacks preserve limits, this induces a map Z → d∗jkL. This makes

̃(L) a limit for F in ED; uniqueness in ED follows from uniqueness in each of

the slices. Essentially the same argument shows that coproducts and quotients

may be computed in slices, so ED is a pretopos and each map ̃ : E/Dj → ED

preserves pretopos structure.

From a more sophisticated perspective, we may observe that the theory of

pretoposes is itself quasi-algebraic. This means that we may write down the

theory of pretoposes using sequents of Cartesian formulas (using only {=,∧}).

This follows from the facts that pretopos structure amounts to the existence

of certain adjoints, and the theory of adjoints is equational (see [3], ch. 9).

It is also important that provable functionality and equivalence relations are

Cartesian-definable.

The categorical interpretation {∧,=} involves only finite limits, so any func-

tors which preserve these must also preserve models of Cartesian theories. In

Sets filtered colimits commute with finite limits, so a filtered colimit of preto-

poses in Sets is again a pretopos.

2.4 The method of diagrams

Classically the Henkin diagram of a T-model M is an extension T ⊆ Diag(T)

constructed by:

• Extending the languageL(T) to include new constants ca for each a ∈ |M |.
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• Adding the axiom ⊢ ϕ(ca) for any T-formula ϕ(x) such that a ∈ ϕM .

In this section we review the categorical interpretation for Henkin diagrams.

Here we work in the semantic context S = Sets.

Fix a model M : E → Sets. From this one defines the category of elements
∫
E
M . For the objects of

∫
E
M we take the disjoint union

∐

A∈E

AM . A morphism

〈b ∈ BM 〉 → 〈a ∈ AM 〉 is an arrow f : B → A such that fM (b) = a. We call

the pair 〈f, b〉 a specialization for a, and write f : b 7→ a to indicate that 〈f, b〉

is a specialization of a.

Composition in
∫
E
M is computed as in E . The existence of products and

equalizers in E guarantees that (
∫
E M)op is a filtered category. A specialization

for a finite family of elements ai ∈ AMi is a specialization of the tuple, i.e. a

family of maps 〈fi : b 7→ ai〉.

Definition 2.4.1 (The pretopos diagram). Given a model M , the localization

EM is the localization of E along the filtered diagram (
∫
E M)op → Ptop defined

by 〈a ∈ AM 〉 7→ A 7→ E/A. We also write D(M) ≃ lim
−→

a∈
∫
M

E /A and call this

category the diagram of M .

An object in D(M) is called a parameterized set in M or a p-set over M ;

such an object is defined by a triple 〈A, σ, a〉 where σ ∈ E/A and a ∈ AM . The

context of the p-set is A and its domain is the domain of σ. We usually suppress

the context and denote this object 〈σ, a〉.

A morphism of p-sets 〈σ, a〉 → 〈τ, b〉 consists of a specialization 〈f, g〉 : c 7→

〈a, b〉 together with a map between the pullbacks in E/C:

D

σ

��

f∗σ
h
−→ g∗τ

oo //

��
✲✲
✲✲
✲✲
✲

��✑✑
✑✑
✑✑
✑

E

τ

��

A C
f

oo
g

// B

Though technically 〈h, c, f, g〉 : 〈σ, a〉 → 〈τ, b〉, we write h/c : f∗σ → g∗τ as a

shorthand for this data.
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Two parallel morphisms h/c and h′/c′ from 〈σ, a〉 → 〈τ, b〉 induce a diagram:

f∗σ

zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉

##●
●●●

h // g∗τ

$$■
■■

■■
■■

■■
■■

■
||①①①
①

C
g

))❙❙❙
❙❙❙❙

❙❙❙f

uu❦❦❦❦
❦❦❦❦

❦❦

D
σ // A B E

τoo

C′ g′

55❦❦❦❦❦❦❦❦❦f ′

ii❙❙❙❙❙❙❙❙❙❙

f ′∗σ

dd■■■■■■■■■■■■
<<①①①①

h′

// g′∗τ

::✉✉✉✉✉✉✉✉✉✉✉✉
bb❊❊❊❊

These two maps are equal if there is a further specialization 〈k, k′〉 : d→ 〈c, c′〉

such that (i) 〈k, k′〉 factors through the pullback C ×
A×B

C′ and (ii) k∗h and k′∗h′

are equal (up to canonical isomorphism).

More specifically, the first condition ensures that f ◦ k = f ′ ◦ k′, inducing a

canonical isomorphism k∗f∗ ∼= (f ◦ k)∗ = (f ′ ◦ k′)∗ ∼= k′∗f ′∗ (and similarly for

k∗g∗ ∼= k′∗g′∗). Then h/c and h′/c′ are equal if the following diagram commutes:

k∗f∗σ

∼

k∗h // k∗g∗τ

∼

k′∗f ′∗σ
k′∗h′

// k′∗g′∗τ

Now suppose that h/b and k/c are composable at 〈σ, a〉. The definitions of

h and k involve maps f : B → A and g : C → A; let pB and pC denote the

projections from their pullback. Then we can define a map in E/(B ×
A
C) by

l : p∗B(dom(h))
p∗Bh // p∗Bf

∗σ ∼= p∗Cg
∗σ

p∗Ck // p∗C(cod(k))

Since h/b and k/c are morphisms of p-sets, f(b) = a = g(c) and the pair 〈b, c〉

belongs to (B ×
A
C)M . Then we may define the composite by (k/c) ◦ (h/b) =

l/〈b, c〉.

Proposition 2.4.2. D(M) is the classifying pretopos for the classical diagram

Diag(M).
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Proof. The unique element ⊤ ∈ 1M induces an interpretation of ⊤̃ : E → D(M);

let Ã = ⊤̃(A) denote the interpretation of A in D(M). For each a ∈ AM ,

applying ã to the generic constant ∆A defines a global section (i.e., a constant)

1→ Ã in D(M).

Now suppose that i : R ֌ A is a basic relation and M |= R(a). To see that

D(M) ⊢ R(ca) we must show that the constant ca : 1→ Ã factors through the

inclusion R̃ ֌ Ã.

Because M |= R(a) we have the following factorizations, where aR = i(a) is

a itself, regarded as an element of RM :

E A× //

⊤̃

**

R×

44E/A i∗ //

ã
++

E/R
ãR

//❴❴❴❴❴❴ D(M)

Therefore, the following diagrams are identified (up to isomorphism) in D(M),

yielding the desired factorization

A×(R) // // A×(A) R×(R) // // R×(A) R̃ // // Ã

✤ i∗ // ✤ ãR //

A

∆A

99ssssssssss
R

i∗(∆A)

99ssssssssss

∆R

OO

1

OO✤
✤
✤ ca

<<②②②②②②②②②②

Lemma 2.4.3. D(M) classifies E-models under M . A model of D(M) consists

of an E-model N together with a homomorphism h : M → N . A morphism of

D(M)-models is a commutative triangle under M

In particular, the identity on M induces a canonical model IM : D(M) −→

Sets.

Proof. Suppose that H : D(M) → Sets is a model of D(M). The composite

H◦⊤̃ provides the asserted E-model N . Similarly, H◦ã defines an interpretation
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of each ca in N :

E/A

〈N,cNa 〉

))

ã
// D(M)

H
// Sets

E

A×

OO

⊤̃

;;✇✇✇✇✇✇✇✇✇
N

==

From this we can define a family of functions hA : AM → AN by setting

hA(a) = cNa . Fix an a ∈ AM and for each σ : A → B let bσ = σM (a). This

corresponds to an axiom ⊢ σ(ca) = cbσ in D(M) and therefore

σN ◦ hA(a) = σN (cNa ) =
(
σ(ca)

)N
= cbσ = hB(σ

M (a))

This ensures that h defines a natural transformation M → N and hence an

E-model homomorphism.

This construction is reversible. Given a homomorphism h : M → N , simply

define H : D(M) → Sets by sending each pair 〈b, σ〉 ∈ D(M) to the definable

set (σN )−1
(
hB(b)

)

For a natural transformation θ : H1 → H2, the composite θ · ⊤̃ induces a

homomorphism gθ : N1 → N2. Similarly, θ · ã induces an E/A-natural trans-

formation H1 · ã → H2 · ã. From this it follows that gθ
(
cN1
a

)
= cN2

a . Then gθ

commutes with the maps hi : M → Ni, making a commutative triangle under

M .

The diagram D(M) is closely related to the notion of a definable set. Recall

that a set S ⊆ AM is definable if there is some binary formula (subobject)

ϕ ֌ A × B and an element b ∈ BM such that S = {a ∈ AM | M |= ϕ(a, b)}.

We often specify a definable set in M by writing S = ϕ(x, a)M . A function

f : S → T is definable just in case its graph is. Let DS(M) denote the category

of definable sets in M .

Definition 2.4.4. When σ : E → A, the realization of 〈σ, a〉 inM is a definable

subset (σM )−1(a) ⊆ EM , the fiber of σM over a. Given any homomorphism
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f : M → N , the realization under f is the definable set (σN )−1(f(a)). We

denote this set by 〈σ, a〉f or 〈σ, f(a)〉N .

Suppose S = ϕ(x, b) for some formula ϕ֌ A×B. If σ denotes the composite

map ϕ ֌ A × B → B, then S is the realization of 〈σ, b〉 in M . Thus every

definable set is a realization of some p-set (though this requires changing the

“ambient set” of S from AM to ϕM ).

Similarly, given two p-sets and a definable function between their realiza-

tion, the formula which defined its graph induces a morphism of p-sets. Thus

realization defines a functor D(M)→ DS(M) which is essentially surjective on

objects and full.

However, D(M) and DS(M) are not identical. A definable set can have

many definitions and these definitions might induce induce different p-sets in

D(M). This is analogous to the situation in algebraic geometry, where distinct

polynomials sometimes induce the same vanishing set (e.g. xy and x2y both

vanish on the same set {〈x, y〉| x = 0 ∨ y = 0}).

In fact, DS(M) is the quotient-conservative factorization of the canonical

functor IM defined above:

D(M)
IM //

quot.
$$ $$■

■■
■■

■■
■■

Sets

DS(M)
::

cons.

::✈✈✈✈✈✈✈✈✈✈

Lemma 2.4.5. Suppose that we have two p-sets 〈σ, a〉 and 〈τ, b〉 and that

dom(σ) = E = dom(τ). The following are equivalent:

• 〈σ, a〉 ≤ 〈τ, b〉 in the subobject lattice SubD(M)(Ẽ).

• There is a binary formula γ ֌ A×B such that M |= γ(a, b) and E proves

(σ(w) = x) ∧ γ(x, y) ⊢ τ(w) = y.
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• For every homomorphism f : M → N , the realization of 〈σ, a〉 in N is

contained in the realization of 〈τ, b〉:

(σN )−1
(
f(a)

)
⊆ (τN )−1

(
f(b)

)
.

Proof. First suppose that 〈σ, a〉 ≤ 〈τ, b〉. Because D(M) classifies the diagram

of M , there must be a proof

Diag(M), σ(w) = ca ⊢ τ(w) = cb.

Let ⊢ ϕi(cci) be the (finitely many) axioms from Diag(M) involved in the proof

and set ϕ(ca, cb, cc)) =
∧
i ϕi(cci), where cc is disjoint from ca and cb. This

leaves us with

ϕ(ca, cb, cc) ∧ (σ(z) = ca) ⊢ τ(z) = cb.

The right-hand side of this sequent does not involve the constants cc, so

we may replace them by an existential quantifier on the left. Let γ(x, y) =

∃z.ϕ(x, y, z). The existence of c ∈ CM shows that M |= γ(a, b). Now replacing

the constants ca and cb by free variables x and y, we are left with the desired

statement:

E ⊲ γ(x, y) ∧ (σ(z) = x) ⊢ τ(z) = y.

Now suppose that the second condition holds and that f : M → N . Since

M |= γ(a, b), we also have N |= γ(f(a), f(b)). If c ∈ σ−1(f(a)) then the

〈f(a), f(b), c〉 satisfies the left-hand side of the sequent above. By soundness,

we also have τN (c) = f(b), so the realization of 〈σ, a〉 under f is contained in

that of 〈τ, b〉.

For the last equivalence, simply note that D(M) classifies homomorphisms

under M ; let Nf : D(M) → Sets denote the model associated to a homomor-

phism f :M → N . Then in every model we have

Nf(〈σ, a〉) = 〈σ, f(a)〉
N ≤ 〈τ, f(b)〉N = Nf(〈τ, b〉).
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Then completeness guarantees that this inclusion must hold in the theory, so

〈σ, a〉 ≤ 〈τ, b〉 in D(M).

We close with a discussion of the locality property satisfied by the diagram

D(M). This will be an important condition when we define the structure sheaf

of a logical scheme in the next chapter.

Definition 2.4.6. Fix an object A ∈ E.

• A is projective if every epi p : B ։ A has a section s : A → B, so that

p ◦ s = 1A.

• A is indecomposable if for any subobjects R,S ≤ A we have R ∨ S = A

implies R ∼= A or S ∼= A.

• E is local if the terminal object 1 ∈ E is projective and indecomposable.

Lemma 2.4.7. When E is a local pretopos, the co-representable functor Hom(1,−) :

E → Sets is a pretopos functor (and hence a model of E).

Proof. The co-representables preserve limits, essentially by the definition of lim-

its: Hom(1, lim
←−i

Ai) ∼= lim
←−i

Hom(1, Ai). Therefore it is enough to check that

Hom(1,−) preserves epimorphisms and coproducts.

For the first, suppose that f : A ։ B is epic and that b : 1 → B. Pulling

f back along b yields another epi b∗A ։ 1 which, by locality, has a section

s : 1→ b∗A→ A. Then f ◦s = b, so the induced mapHom(1, A)→ Hom(1, B)

is surjective.

Similarly, given a point c : 1 → A + B we may pull back the coproduct

inclusions to give a partition 1 ∼= c∗A+ c∗B. Since 1 is indecomposable, either

c∗A ∼= 1 (giving a factorization of c through A), or vice versa. This defines an

isomorphism Hom(1, A+B) ∼= Hom(1, A) +Hom(1, B).

When E = Diag(M) is the diagram of a T-model M , one easily checks that

Hom(1,−) is the canonical E-model associated with the identity homomorphism

M →M (cf. lemma 2.4.3)
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Lemma 2.4.8. Each diagram D(M) is a local pretopos. Logically speaking,

D(M) satisfies the existence and disjunction properties.

Proof. Suppose E = 〈σ, b〉 is an object in D(M) and that the projection E ։ 1

is epic. Applying the canonical interpretation IM sends this epi to a surjection

EM → 1 ∈ Sets. This means the definable set EM is non-empty, so pick an

element a ∈ EM ⊆ AM . We need to see that the constant ca factors through

E.

In D(M) we have a section 〈ca, cb〉 : 1 → Ã × B̃ and E is a pullback along

this section:

E
❴✤

��

// Ã× Ã

1×σ̃
��

1
〈ca,cb〉

//

〈ca,ca〉③③③③

==③③③③

Ã× B̃

Because σM (a) = b, the diagram D(M) contains an axiom ⊢ σ(ca) = cb. This

implies that the bottom triangle in this diagram commutes and therefore the

map 〈ca, ca〉 induces a section 1→ E, as desired.

Now suppose that R,S ≤ 1 are subterminal objects and that R ∨ S = 1.

Applying the canonical model IM , this gives a surjection RM+SM ։ 1 in Sets,

so either RM or SM is non-empty. Without loss of generality, suppose a ∈ RM .

Just as above, this defines a section 1→ R in D(M). Since we are in a pretopos

and the projection R→ 1 is both epic and monic, R ∼= 1.

Logically, projectivity and indecomposability correspond to the existence

and disjunction properties for D(M):

D(M) |= ∃x.ϕ(x) ⇐⇒ D(M) |= ϕ(t) for some (definable) closed term t.

D(M) |= ϕ ∨ ψ ⇐⇒ D(M) |= ϕ or D(M) |= ψ.

The first equivalence follows from the fact that sections 1 → ϕ ≤ Ã are

exactly the D(M)-definable singletons in A which provably satisfy ϕ (where

ϕ(x) = ϕ(x, cb) is an E-formula in context x : A which may also contain param-

eters from M).
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For the second, suppose that ϕ, ψ ≤ 1 are subterminal object in D(M) (i.e.

sentences). If D(M) |= ϕ ∨ ψ then the projection ϕ + ψ ։ 1 is an epi. But

then either ϕ→ 1 or ψ → 1 is both epi and mono, hence an isomorphism. Thus

either D(M) |= ϕ or D(M) |= ψ.

2.5 Classical theories and Boolean pretoposes

Definition 2.5.1. A coherent category (or pretopos) E is Boolean if every

subobject in E is complemented: for any object A ∈ E and subobject S ≤ A,

there exists another subobject denoted ¬S such A ∼= S + ¬S. We denote the

(2-)category of Boolean pretoposes by BPtp.

Lemma 2.5.2. If E is a coherent category which is Boolean, then its pretopos

completion E is also Boolean.

Proof. Fix an object Q ∈ E and a subobject S ≤ Q. Because the unit of

the completion I : E → E is finitely subcovering, there is a finite coproduct

A ∼=
∐
iAi with Ai ∈ E and a cover f : A։ Q. Let R = f∗S and Ri = R ∩Ai.

I is full on subobjects, so each Ri belongs to E. Since E is Boolean, this

means that R has a complement ¬R ∼=
∐
i ¬Ri. Its image ∃f (¬R) is the com-

plement of S.

Since S = ∃f (f∗S) = ∃f (R) and R+ ¬R ։ Q, the two subobjects cover Q:

S∨∃f (¬R) = ∃f (R+¬R) = Q. They are disjoint because S∩∃f (¬R) = ∃f (R∩

¬R) = ∃f (0). Thus any subobject S ≤ Q has a complement ¬S = ∃f (¬R), so

E is Boolean.

Proposition 2.5.3. There is a Boolean completion operation ˆ(−) : Ptop →

BPtp which is right adjoint to the forgetful functor BPtp→ Ptop.

Proof. For any classical theory T the first-order formulas and (classically) prov-

ably functional relations form a Boolean coherent category. Its pretopos comple-

tion is the classifying pretopos of the (classical) theory. Moreover, any coherent
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theory may be regarded as a classical theory with the same language and axioms

(but more connectives and inference rules).

Now replace any pretopos E , by its associated theory TE (page 50) and then

regard TE as a classical theory. The associated Boolean pretopos is the Boolean

completion Ê . The unit E → Ê acts by sending each coherent E-formula to

the same formula regarded classically. This operation extends to maps and to

quotients because intuitionistic proofs (of provable functionality or equivalence

relations) are all classically valid.

When B is Boolean we can lift any pretopos functor I : E → B along the

unit:

Ê
Î //❴❴❴ B

E

OO

I

??��������
.

We build the lift using the usual inductive scheme Î(A) = I(A) when A ∈ E

and while for other objects

Î(A×
C
B) ∼= Î(A) ×

Î(C)

Î(B) Î(⊤Ê) = ⊤B

Î(A+B) ∼= Î(A) + Î(B) Î(A/R) ∼= Î(A)/Î(R)

Î(¬A) ∼= ¬Î(A)

On one hand, these operations suffice to construct all the classical pretopos

formulas which are the objects of Ê. The functor is well-defined because I is a

pretopos functor, meaning that the inductive clauses agree with the base cases

wherever they overlap.

For example, in the last chapter we showed how to replace any classical

theory T by an equivalent coherent theory T. To do so we needed to extended

the language L ⊆ L; at the level of pretoposes, this corresponds to Boolean

completion: EL −→ ÊL ≃ EL. Since Sets is Boolean, the universal mapping

property of ÊL guarantees that every L-structure has a unique extension to an

L-structure. Similarly, when T is already coherent we have E
T
≃ ÊT.
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Lemma 2.5.4.

• Any quotient of a Boolean pretopos is Boolean.

• Any localization of a Boolean pretopos is Boolean.

Proof. First consider a quotient map I : E → F . Any pretopos functor neces-

sarily preserves joins and disjointness (a limit condition). Therefore, it also pre-

serves coproducts and hence complementation: I(S)+I(¬S) ∼= I(S+¬S) ∼= IA.

Since quotients are full on subobjects, any S ≤ IA has a preimage IR ∼= S

and therefore a complement ¬S = I(¬R). For any other object B ∈ F and

S ≤ B, we define ¬S just as in the the previous lemma: ¬S = ∃q(¬q∗S).

Exactly the same argument shows that S + ¬S ∼= B.

As for localizations, note that subobjects and complements in E/A are just

subobjects and complements in E . Thus E/A is Boolean so long as E is. Now

suppose that F ≃ lim
−→j
E/Aj is a localization of E over a filtered category J and

that S ≤ F belong to F . This subobject has a representative S ≤ F in E/Aj

for some j ∈ J and the representative is complemented. Since ̃ : E/Aj → F is

a pretopos functor, ̃(¬S) is a complement to S.

Recall that E is well-pointed if for any distinct maps f 6= g : A → B there

is a global element a : 1 → A such that f ◦ a 6= g ◦ a. This is the appropriate

notion of locality for Boolean pretoposes.

Lemma 2.5.5. If a pretopos D is Boolean and local, then it is two-valued and

well-pointed. In particular, if E is Boolean and M : E → Sets is a model then

the diagram D(M) satisfies these conditions.

Proof. Consider any subterminal object S ≤ 1 in D. Since D is Boolean, S +

¬S ∼= 1. But E is local and 1 is indecomposable, so either S = 1 or ¬S = 1 (and

hence S = 0). Thus D is two-valued.

Now suppose that f 6= g : A→ B in D. Let R ≤ A denote the complement

of the equalizer of f and g. Since f 6= g, R is non-zero and therefore its image
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R։ ∃R֌ 1 in non-zero as well. Since D is two-valued, we must have ∃R = 1,

so the projection R ։ 1 is epic.

Since D is local, 1 is projective and we can find a section s : 1 → R ≤ A.

If f ◦ s = g ◦ s then s would factor through the equalizer; this is impossible

since s factors through R, which is the (disjoint) complement of the equalizer.

Therefore f ◦ s 6= g ◦ s, so D is well-pointed.

In particular, we know that the diagramD(M) is always local (lemma 2.4.8).

By the previous lemma, when E is Boolean so are its localizations. Therefore the

assumptions of the lemma apply, so D(M) is two-valued and well-pointed.
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Chapter 3

Logical Schemes

In this chapter we will define the 2-category of logical schemes and prove some

basic facts about them. We begin by defining the logical structure sheaf OT,

a sheaf of local pretoposes over the spectrum MT defined in chapter 1. The

pair (MT,OT) is an affine logical scheme. Following familiar definitions in

algebraic geometry, we go on to define more general logical schemes by gluing,

and we use the affine case to guide the definition of morphisms and natural

transformations of schemes. This defines a reflective 2-adjunction with the 2-

category of pretoposes, and we use this fact to show that schemes are closed

under all finite 2-limits.

3.1 Stacks and Sheaves

We begin by defining three closely related notions of a “category over E ;” see

Vistoli [36] or Moerdijk [31] (for the topological case) for a thorough treatment

of fibrations and stacks. The simplest of these three is a presheaf of categories,

which is simply a (strict) functor C : Eop → Cat. The second is that of an E-

indexed category, which is a pseudofunctor C : Eop → Cat. Here the transition

morphisms f∗ : C(B)→ C(A) are only expected to commute up to a canonical
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natural isomorphism, (g ◦ f)∗ ∼= f∗ ◦ g∗, and these satisfy further coherence

conditions. See [7] for further details.

The third, fibrations, requires a preliminary definition. Given a fixed pro-

jection functor p : C → E , an arrow g : C′ → C is Cartesian over f if p(g) = f

and for any h : C′′ → C and any factorization p(h) = f ◦q, there exists a unique

lift p (q̄) = q such that h = g ◦ q̄. Diagramatically,

C′′

h

,,❳❳❳❳
❳❳❳❳❳

❳❳❳❳❳
❳❳❳❳❳

❳❳❳

∃!q̄ ((◗
◗◗◗◗

C′
g

// C gisCartesian

p(C′′)

q ((◗◗
◗◗◗

◗◗ p(h)

++❳❳❳❳
❳❳❳❳❳

❳❳❳❳❳
❳❳❳❳❳

if∀h, q ∃! q

p(C′)
f=p(g)

// p(C).

The functor p : C → E is a fibration if every arrow in E has a Cartesian lift in

C. Usually we will suppress the functor p and refer to a fibration by its domain

C.

A fibered functor over E is a functor between fibrations which commutes with

the projections to E and sends Cartesian arrows to Cartesian arrows. We let

HomE(C,D) denote the category of fibered functors and natural transformations

between them.

Given a fibration C → E and an object A ∈ E , we write C(A) for the sub-

category of objects and arrows sent to A and 1A, respectively. If we fix an

f : B → A and choose a Cartesian lift f∗C → C for every C ∈ C(A), this

defines a “pullback” functor f∗ : C(A)→ C(B)

f∗D

∃!f∗h $$■
■■

// D
∀h

""❋
❋❋❋

❋❋

f∗C // C

C(B) C(A).
f∗

oo
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A cleavage on C is a choice of Cartesian lift f∗C → C for every pair 〈f, C〉.

Modulo the axiom of choice, these always exist. Cartesian arrows compose

and any two “pullbacks” are canonically isomorphic (by the usual argument)

yielding canonical isomorphisms (g ◦ f)∗ ∼= f∗ ◦ g∗. This shows that the data

necessary to specify a cloven fibrations is exactly the same as that necessary to

give an indexed category.

The choice of cleavage is essentially irrelevant; different choices induce canon-

ically isomorphic pullbacks. Therefore, we abuse terminology by referring to

“the” transition functor C(A) → C(B) associated with a fibration without

specifying a chosen cleavage. This is harmless so long as we make no claims

about object identity in C(A). However, note that the identity of arrows in

HomC(A)(f
∗D, f∗C) does not depend on the choice of cleavage.

We say that C is fibered in Sets (or Grpd, Ptop, etc.) if for every A ∈ E ,

C(A) is a set (or a groupoid, pretopos, . . .). A fibration in Sets is essentially an

ordinary presheaf Eop → Sets. This follows from the fact that the Cartesian lifts

of a fibration in Sets are unique: any two must be isomorphic and isomorphisms

in a set (regarded as a discrete category) are identities. In particular, the

representable functors yA correspond to the forgetful functor E/A → E and

there is a fibrational analogue of the Yoneda lemma.

Definition 3.1.1. For every object A ∈ E the forgetful functor E/A → E is a

fibration in Sets, call the representable fibration yA:

E/A

yA

��

E′ Cartesian //

��
❅❅

❅❅
❅❅

❅❅
E

����
��
��
��

A

E E′ // E
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Proposition 3.1.2 (2-Yoneda Lemma). For any fibration C → E and any object

A ∈ E there is an equivalence of categories (natural in C and A)

C(A) ≃ HomE(yA, C).

Proof. The argument is essentially the same as in Sets. Evaluation at 1A ∈

yA(A) defines a functor HomE(yA, C) → C(A). Conversely, given an object

C ∈ C(A) we define a fibered functor E/A→ C by sending f 7→ f∗C. We always

have 1∗AC
∼= C, so the composite C(A) → Hom(yA, C) → C(A) is clearly an

equivalence of categories.

On the other hand, suppose F : yA → C is a fibered functor. Every g :

E → A can be viewed as a map g → 1A in E/A. This map is Cartesian

(every map is Cartesian, since yA is fibered in Sets). Therefore its image

F (g) → F (1A) is also Cartesian, so F (g) ∼= g∗(F (1A)). This guarantees that

the composite HomE(E/A, C)→ C(A)→ HomE(E/A, C) is again an equivalence

of categories.

A splitting of C is a coherent cleavage (g ◦ f)∗ = f∗ ◦ g∗, corresponding

to a presheaf of categories. Not every fibration has a splitting, but we can

always find split fibration which is pointwise equivalent to C. Indeed, if we

set Ĉ(A) = HomE(E/A, C) then, because composition of functors is strict, this

defines a presheaf of categories over E . Pointwise equivalence follows from the

Yoneda lemma.

Now we turn to the definition of stacks, which have roughly the same relation

with fibrations as sheaves have to presheaves.

Definition 3.1.3. Suppose that J = {Ai → Q} is a covering family in E . Let

Aij = Ai ×
Q
Aj. An object of descent data for J over Q, denoted Ci/α, consists

of the following:

• a family of objects Ci ∈ C(Ai)

• together with a family of gluing isomorphisms αij : p
∗
iCi
∼= p∗jCj in C(Aij)
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• which satisfy the following cocycle conditions in C(Ai) and C(Aijk), re-

spectively:

∆∗(αii) = 1Ai p∗ij(α) ◦ p
∗
jk(α) = p∗ik(α).

The situation is summarized in the following diagram (where, e.g., p12 is the

aggregate of the projections Aijk → Aij).

p∗ij(αij) ◦ p
∗
jk(αjk) = p∗ik(αik) p∗iCi

αij
∼= p∗jCj Ci C/α

∐

i,j,k

Aijk

p12
//

p13 //

p23
//∐

i,j

Aij
p2

//

p1
//

∐

i

Ai

q
// //∆oo Q.

This defines a descent category Desc(C, J), where a morphism Ci/α→ Di/β

is a family of maps hi : Ci → Di which respect the descent isomorphisms:

βij ◦ p∗i (hi) = p∗j (hj) ◦ αij . Roughly speaking, we can think of αij as instruc-

tions for gluing the pieces Ei together to form an object over Q; the cocycle

conditions guarantee these gluings are compatible. Moreover, there is a functor

iQ : C(Q) → Desc(C, J) sending each object D ∈ C(Q) to q∗D, together with

the canonical isomorphism p∗1(q
∗D) ∼= p∗2(q

∗D).

Definition 3.1.4. C is stack if the map iQ is an equivalence of categories for

every object Q and every covering family J . We denote the 2-category of stacks

by Stk(E) (when the topology J is implicit).

When we are working with the coherent topology on a pretopos, we can factor

any covering family into an extensive (coproduct) cover {Ai →
∐
iAi} and a

regular (singleton) cover {A ։ Q}. The stack condition for the former simply

asserts that C(
∐
iAi) ≃

∏
i C(Ai) and this is typically easy to verify. Therefore

we usually restrict consideration to singleton covers, leaving the general case to

the reader.
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We note that any representable functor yA is a sheaf of sets (and hence a

stack) for the coherent topology.

Lemma 3.1.5 (cf. Awodey [1]).

• If C is a presheaf of categories (i.e. C0 and C1 are fibered in Sets) and C

is a stack, then it is equivalent in Stk(E) to the sheafification

a C = a C1 ⇒ a C0 .

• For every stack C there is a sheaf of categories C such that C(A) ≃ C(A)

(naturally in A).

Proof. Recall that for a presheaf P , the sheafification is defined by a(P ) = P++,

where P+ is the presheaf of matching families in P . A (strictly) matching

family for a singleton cover q : A→ Q is simply an object C ∈ Ĉ(A) such that

p∗1C = p∗2C. Similarly, a map h : C′ → C matches for q if p∗1(h) = p∗2(h). This

is precisely a descent map C′/=−→ C/=.

This displays Ĉ
+
(Q) as a full subcategory inside Desc(C, q). As C is a stack,

any object of descent data C/α has a representative D ∈ C(Q) with C/α ∼=

q∗D/=. Therefore the inclusion Ĉ
+
(Q) ⊆ Desc(C, q) is essentially surjective and

Ĉ
+
(Q) ≃ Desc(C, q) ≃ Ĉ(Q).

Now for any stack C we set C = aĈ, the sheafification of the strict fibration

Ĉ(A) = HomE(yA, C). Now we have an equivalence Ĉ ≃ C where Ĉ is a presheaf

and C is a stack, so the previous statement applies: C(A) ≃ Ĉ(A) ≃ C(A).

Because of this many sheaf constructions (e.g., limits and colimits, direct and

inverse image) have “up to isomorphism” analogues for stacks. Moreover, many

of the same formulas will hold so long as we weaken equalities to isomorphisms

and isomorphisms to equivalence of categories.

In particular, limits of stacks are computed pointwise. Since adjunctions,

disjointness and equivalence relations can be expressed in finite limits, C is a
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pretopos in Stk(E) just in case C(A) is a pretopos for each A ∈ E and each

transition map f∗ : C(A)→ C(B) is a pretopos functor.

Shifting attention to topological spaces, a stack on X is a stack on the

open sets O(X). Any continuous function f : X → Y induces an adjoint pair

Stk(X)

f∗
,,

f∗
ll

⊤ Stk(Y ) . These are defined just as for sheaves.

3.2 Affine schemes

Now we define a sheaf of pretoposes over the topological groupoid ME (from

chapter 1, definitions 1.1.2, 1.1.4, 1.4.1) which will act as the structure sheaf

in our scheme construction. This arises most naturally as a stack over E . The

“walking arrow” is the poset 2 = {0 ≤ 1} regarded as a category, and the

exponential E2 is the arrow category of E . Its objects are E-arrows E → A and

its morphisms are commutative squares. The inclusion {1} ⊆ 2 induces the

codomain fibration E2 → E .

To justify the name, note that an arrow in E2 (i.e. a commutative square)

is Cartesian just in case it is a pullback square; therefore E2 → E is a fibration

so long as E has finite limits. The associated pseudofunctor Eop → Cat sends

A 7→ E/A, with the contravariant action given by pullback. We will usually

refer to an object in E/A by its domain E; when necessary, we generically refer

to the projection E → A by π or πE .

Proposition 3.2.1 (cf. Bunge & Pare [7]). When E is a pretopos, E2 is a stack

for the coherent topology.

Proof. Suppose that we have a covering map q : A ։ Q with its kernel pair

K = A ×
Q
A

p1
⇒
p2

A. Consider an object E → A together with descent data

α : p∗1E
∼
−→ p∗2E.
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From this we define an equivalence relation Rα on E by setting e
α
∼ e′

whenever α(e) = e′ (which makes sense so long as π(e)
q
∼ π(e′)). More formally,

p∗1E
// //❴❴❴❴❴

��

〈1,α〉

��

Rα��

��
✤
✤
✤

p∗1E × p
∗
2E

// E × E.

Invertibility of α implies that Rα is symmetric, while reflexivity and transitivity

follow from the cocycle conditions on α.

Moreover, the quotient E/α is compatible with q in the following sense. Since

α is a map over K, we can factor through the kernel pair:
p∗1E // //

$$■
■
Rα

//
// E
��

K //
// A.

Therefore these upper maps coequalize q and, since p∗1E ։ Rα is epic, so do

the maps Rα ⇒ E → A. It follows that Rα factors through the kernel pair and

this induces a map from E/α into Q:

Rα
//
//

��
✤
✤
✤ E

��

// // E/α

��
✤
✤
✤

K
//
// A q

// // Q.

To see that E2 is a stack, we need to check that E ∼= q∗(E/α) so that the

right-hand square is Cartesian. It is enough to show (following Johnstone [16]

Prop 1.2.1) that the comparison map h : E → q∗(E/α) is both epic and monic

(and hence an iso). For the first claim, consider the diagram:

p∗1E //

��

E
h // q∗(E/α)

��

// A

q

��

E // // E/α // Q.

The right-hand square is evidently a pullback; the outer rectangle is as well,

since it equals
p∗1E //

��

K //

��

A

��

E // A // Q

.

This guarantees that the left-hand square is a pullback, and that the map

p∗1E ։ q∗(E/α) is epic (since pullbacks preserve covers). Therefore the second

factor E ։ q∗(E/α) is epic as well.
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To show the map is monic consider the composite E
h
→ q∗(E/α) ֌ E/α×A.

Clearly, this is monic just in case h itself is. Now suppose that we have parallel

maps Z ⇒ E whose composites Z → E → E/α×A are equal.

Equality in the first component shows that Z factors through Rα; equality

in the second guarantees that the composite Z → Rα → K equalizes the pro-

jections K ⇒ A. Therefore Z factors through the equalizer Eq(K ⇒ A), and

this equalizer is just the diagonal ∆ : A→ K. This leaves us with the diagram

below, which plainly shows that the two maps Z ⇒ E are equal:

Z

z1=z=z2

uu❥ ❥ ❥ ❥ ❥ ❥ ❥ ❥ ❥ ❥ ❥

��
✤
✤
✤

z2
&&◆◆

◆◆◆
◆◆◆

◆◆◆
◆◆

z1

&&◆◆
◆◆◆

◆◆◆
◆◆◆

◆◆

∆∗p∗1E
∼= E //

��

p∗1E
// //

!!❉
❉❉

❉❉
❉❉

❉
Rα

��

//
// E

��

// // E/α

A

1A

22

∆ // K //
// A

Definition 3.2.2 (The structure sheaf). Given a pretopos E, the structure sheaf

O = OE is the sheaf over M(E , κ) associated with the stack E2 via the maps

Stk(E)
̂
−→ Cat(Sh(E)) ≃ Sheq(M) (cf. lemma 3.1.5 and theorem 1.5.7).

As we have defined it, O is an equivariant sheaf of pretoposes overM but

usually we will work up to equivalence, as if O were a stack over E . This

eliminates a good deal of bookkeeping and emphasizes the relationship to the

codomain fibration (as opposed to its strict replacement Ê2). At the same time,

this allows us to justify our formal manipulations while avoiding the additional

machinery of equivariant stacks.

We can give a more concrete description of O using the notion of relative

equivariance. For any open subset U ⊆ M0 there is a smallest parameter

k = k(U) such that U ⊆ Vk; we call k the context of U . U is relatively invariant
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if it is closed under those isomorphisms sending k 7→ k. We may also call U

k-invariant or, when k = ∅, simply invariant.

By the definability theorem 1.5.1 from Chapter 1, an invariant set U which

is compact for invariant covers is definable: U = Vϕ for some sentence ϕ. Any

other invariant set is a union of these definable pieces. By the same token, a

k-invariant U which is compact for k-invariant covers has the form Vϕ(k) for

some formula ϕ(x).

When U is relatively invariant, the pair 〈U, V [k 7→ k]〉 defines an open sub-

groupoid ofM. Given an equivariant sheaf 〈E, ρ〉, we say that a subsheaf S ≤ E

is relatively equivariant if the image S ։ U ⊆ M is relatively invariant and S

is equivariant with respect to the subgroupoid defined by U . In particular, an

open section s : Vϕ(k) → E is relatively equivariant if s(ν) = ρα(s(µ)) whenever

α(µ(k)) = ν(k). We let E(U) denote the set of relatively equivariant sections of

E over U , while Γeq(E) denotes the set of equivariant global sectionsM0 → E.

Proposition 3.2.3. Γeq(O) is equivalent to E . More generally,

O(Vϕ(k)) ≃ E/ϕ.

Proof. For the first claim we have the following sequence of equivalences

E ≃ E/1 ≃ HomE(y1, E
2)

≃ HomE(y1, Ê
2)

≃ HomM([[1]],OE) = Γeq(OE).

Here we use the Yoneda lemma together with the fact thatM0 = [[1]] is terminal

in Sheq(M).

Similarly, suppose that we have a relatively equivariant section s ∈ O(Vϕ(k)).

By proposition 1.5.3, there is a unique equivariant extension along the canonical

section k̂:

[[ϕ]]
∃!s //❴❴❴❴ O

Vϕ(k)

s

OO

k̂

bb❉❉❉❉❉❉❉❉
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Since the equivalence Sheq(M) ≃ Sh(E) sends [[ϕ]] to the representable sheaf

yϕ, this gives another chain of equivalences

O(Vϕ(k)) ≃ HomM([[ϕ]],O) ≃ HomE

(
yϕ, Ê2

)
≃ E/ϕ.

Lemma 3.2.4. The stalk of O at a labelled model µ is equivalent to the diagram

of the model Mµ (cf. definition 2.4.1). An isomorphism α : µ→ ν acts on these

fibers by sending 〈σ, a〉 7−→ 〈σ, α(a)〉.

Proof. The partial sections s ∈ O(Vϕ(k)) cover the structure sheaf, so we can

use them to compute its stalks. Recall (lemma 1.1.10) that an inclusion of basic

open sets always has the form Vψ(k,l) ⊆ Vϕ(k) where ∃z.ψ(x, z) ⊢ ϕ(x).

This corresponds to a map from ψ → ϕ in E ; pullback along this map

describes the transition functor O(Vϕ(k)) → O(Vψ(k,l)). This means that the

stalk Oµ ≃ lim
−→µ|=ϕ(k)

E/ϕ is a directed colimit of slices and pullbacks, i.e. a

localization as in definition 2.3.2.

This is nearly the definition of the diagram; however, D(Mµ) and Oµ are

presented as colimits over different index categories. The former is indexed

by elements a ∈ ϕM ; the latter is indexed by labels k ∈ κ with µ |= ϕ(k).

Evaluation of parameters induces a comparison map Oµ → D(Mµ) sending

〈σ, k〉 7→ 〈σ, µ(k)〉.

Since µ is a surjective labelling, this functor is both surjective on objects and

full. As we are working with pretoposes, conservativity will imply faithfulness

and hence an equivalence of categories.

If 〈σ, µ(k)〉 ∼= 〈τ, µ(l)〉 is an isomorphism in D(Mµ) then there is a diagram

D

σ

��

f∗σ ∼= g∗τ
oo //

��
✯✯
✯✯
✯✯
✯



✕✕
✕✕
✕✕
✕

E

τ

��

ϕ γ
f

oo
g

// ψ
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together with an element c ∈ γµ with fµ(c) = µ(k) and gµ(c) = µ(l). This same

diagram forces an isomorphism in Oµ: for any label µ(j) = c,

〈σ, k〉 ∼=
〈
f∗σ, j

〉
∼=
〈
g∗τ, j

〉
∼= 〈τ, l〉.

Finally, we want to see that an isomorphism α : µ
∼
−→ ν acts by sending

〈σ, a〉 7→ 〈σ, α(a)〉. We proceed in two steps, first supposing that there is a

parameter k with a = µ(k) and α(a) = ν(k). Since 〈σ, k〉 is a k-equivariant

section sending µ 7→ 〈σ, µ(k)〉 and α : k 7→ k, it follows that

ρα(〈σ, a〉) ∼= ρα(〈σ, k)(µ)) ∼= 〈σ, k〉(ν) ∼= 〈σ, α(a)〉.

For the general case, fix labels µ(j) = a and ν(l) = α(a). Using the reas-

signment lemma 1.1.8 we may find a diagram of labelled models satisfying the

following conditions (with k disjoint from j and l):

µ
α //

β

��

ν µ′(k) = µ′(j) = β(a)

µ′

α′

// ν′

β′

OO

β′(ν(k)) = β′(ν(l)) = α(a)

Now β : j 7→ j, α′ : k 7→ k and β′ : l 7→ l, the previous observation applied three

times gives

ρα(〈σ, a〉) ∼= ρβ′ ◦ ρα′ ◦ ρβ(〈σ, µ(k)〉)

∼= ρβ′ ◦ ρα′(〈σ, µ′(k)〉)

∼= ρβ′ ◦ ρα′(〈σ, µ′(j)〉)

∼= ρβ′(〈σ, ν′(j)〉)

∼= ρβ′(〈σ, ν′(l)〉)

∼= 〈σ, ν(l)〉 ∼= 〈σ, α(a)〉

Corollary 3.2.5 (Subdirect product representation). Every pretopos E embeds

(conservatively) into a product of local pretoposes.
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Proof. Lemma 3.2.4 showed that the stalks of O = OE are local pretoposes.

Thus
∏
µ∈MOµ is a product of local pretoposes. Lemma 3.2.3 showed that E

is equivalent the equivariant global sections of OE . Evaluating these sections at

each stalk defines a pretopos functor E →
∏
µ∈MOµ. This is clearly conserva-

tive: if ϕµ ∼= ψµ for every µ ∈ M then the equivalence E ≃ ΓeqO ensures that

ϕ ∼= ψ in E .

We collect the results of this section into a theorem:

Theorem 3.2.6 (Equivariant sheaf representation for pretoposes). For every

pretopos E there is a topological groupoidM =ME and an equivariant sheaf of

pretoposes O = OE over M such that ΓeqO ≃ E and, for each µ ∈ M0, the

stalk Oµ is a local pretopos (cf. definition 2.4.6).

Definition 3.2.7 (Affine schemes). The pair 〈ME ,OE〉 is the affine (logical)

scheme associated with E , denoted Spec(E).

In particular, we may specialize to the case of classical first-order logic by

considering Boolean pretoposes.

Corollary 3.2.8. For every classical first-order theory T there is a topological

groupoid of (labelled) T-models and isomorphism M =MT and an equivariant

sheaf of Boolean pretoposes O = OT over M such that ΓeqO ≃ ET. For each

model µ ∈ M0, the stalk Oµ is a well-pointed pretopos, the classifying pretopos

of the complete diagram of µ.

Proof. As discussed in Chapter 2, section 2.5, every classical theory has a clas-

sifying pretopos ET which is Boolean and we apply the previous theorem. The

sheaf of pretoposes OT is Boolean because complements are preserved by slicing.

The stalks are well-pointed by lemma 2.5.5.

Corollary 3.2.9. Every Boolean pretopos B embeds into

• a product of well-pointed pretoposes.
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• a power of Sets

Proof. The first claim follows corollary 3.2.5 together with the fact (lemma

2.5.5) that any local, Boolean pretopos is well-pointed.

For the second claim, notice that the global sections Hom(1,−) in a well-

pointed pretopos define a faithful (and hence conservative) functor into sets.

Composing these functors with the previous claim yields the asserted embed-

ding:

B // //
$$

$$❏
❏❏

❏❏
❏❏

❏❏
❏❏

∏
µ∈MOB,µ

��
∏

µ HomOB,µ
(1,−)

��∏
µ∈M Sets .

3.3 The category of logical schemes

In the previous section we defined the affine scheme 〈ME ,OE〉 associated with

a pretopos E . This gave a representation of E as the equivariant global sections

of OE . In this section we will show that this construction is functorial in E ;

pretopos functors and natural transformations lift to the structure sheaves, and

these are recovered from their global sections. This guides the definition of the

2-category of logical schemes.

Proposition 3.3.1.

• An interpretation I : E → F (contravariantly) induces a reduct functor

I♭ :MF →ME .

• I also defines an internal pretopos functor I♯ : OE → I♭∗OF such that

Γeq(I
♯) ∼= I.

• Every stalk of the transposed map I∗♭ OE → OF is a conservative functor.
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• For any natural transformation E

2

&&

J

88

✤✤ ✤✤
��
τ F there is an internal pretopos

functor τ∗ : J♭∗OF → I♭∗OF (in the opposite direction) and a natural

transformation

OE
I♯ //

J♯
##●

●●
●●

●●
●● ✤✤ ✤✤

�� τ
♯

I♭∗OF

J♭∗OF

τ∗
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such that Γeqτ
∗ ∼= 1F and Γeqτ

♯ ∼= τ .

Proof. Recall that the reduct of an F -model N along I is defined to be the com-

posite I♭N : E → F
N
→ Sets. The reduct of an isomorphism F

N
&&

N ′

88

∼=

Sets is

defined in the same way. Since AI♭N = (IA)N , the reduct I♭N inherits labellings

from N , defining a functor I♭ :MF →ME .

Given a basic open set Vϕ(k) ⊆ ME , the inverse image along I♭ is VIϕ(k),

so I♭ is continuous on the space Ob(ME). The map Ar(MF) → Ar(ME) is

continuous because open sets of morphisms are defined by labels, which are in-

herited. Hence I♭ :MF →ME is a continuous functor and induces a geometric

morphism Sheq(MF )

I∗♭
rr

I♭∗

22
⊥ Sheq(ME).

In order to define I♯ we consider the relatively equivariant sections of I♭∗OF (Vϕ(k)),

These are equivalent to the sections of OF(VIϕ(k)) and hence to F /Iϕ. I♯ is

then defined section-wise by obvious functors Iϕ : E/ϕ→ F /Iϕ. In particular,

setting ϕ = 1 gives E/1 ≃ E and ΓeqI
♯ ∼= I : E → F .

Recall that the stalk of OE at a labelled model µ is the diagram of µ; its

objects (modulo coproducts and quotients) are parameterized formulas of the

form ϕ(x, b) where ϕ(x, y) is a formula in context A × B and b is an element

in Bµ. Since pullbacks preserve fibers, the stalk of OE at I♭(ν) is the same as

the stalk of I∗♭ OE at ν. Moreover, by the definition of the reduct I♭(ν) we have

BI♭(ν) = (IB)ν , allowing us to regard the element b ∈ BI♭(ν) as an element
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of ν. Thus (at the level of stalks) the transposed map I∗♭ OE → OF maps the

diagram of the reduct I♭(ν) into the diagram of ν by sending ϕ(x, b) 7→ Iϕ(x, b).

Since the reduct I♭(ν) satisfies a sequent ϕ(x, b) ⊢ ψ(x, b′) just in case ν satisfies

Iϕ(x, b) ⊢ Iψ(x, b′), this map is obviously conservative on stalks.

Similarly, suppose I, J : E → F and τ : I ⇒ J is a natural transformation.

Pullback along τϕ induces a pretopos functor τ∗ϕ : F /Jϕ → F /Iϕ while τ ♯ is

induced by the naturality square for E ∈ E/ϕ:

IE

τE

))

��

τ♯
E

// τ∗ϕ(JE) //

{{①①
①①
①①
①①
①

JE

��

E/ϕ
I/ϕ

//

J/ϕ
##❋

❋❋
❋❋

❋❋
❋❋ ✤✤ ✤✤

��
τ♯
ϕ

F /Iϕ

Iϕ
τϕ

// Jϕ F /Jϕ

τ∗
ϕ

::✈✈✈✈✈✈✈✈✈

Since I♭∗OF (Vϕ(k) ≃ OF (VIϕ(k)) ≃ F /Iϕ and J♭∗(Vϕ(k)) ≃ F /Jϕ, this gives a

section-wise description of the transformation τ ♯ asserted in the proposition.

Taking global sections of the transformation amounts to setting ϕ = 1 in the

diagrams above. Since I and J preserve the terminal object, τ∗1 is the identity

1F and the component of Γeqτ
♯ at E ∈ E/1 is just τE :

IE
τ♯
E=τE

//

��

JE

}}③③
③③
③③
③③

JE

��

E
I //

J
��
❄❄

❄❄
❄❄

❄❄ ✤✤ ✤✤
��
τ

F

1F
!

// 1F F
1∗F

⑧⑧⑧⑧⑧⑧⑧⑧

⑧⑧⑧⑧⑧⑧⑧⑧

Therefore, modulo the canonical equivalences ΓeqOE ≃ E/1 ∼= E and ΓeqOF ≃

F , Γeqτ
♯ is isomorphic to τ .

Definition 3.3.2. We adapt the following definitions from algebraic geometry

(cf. Hartshorne [14]):

• An axiomatized space X is a topological groupoid X together with an sheaf

of pretoposes OX ∈ Sheq(X).
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• X is locally axiomatized if, for each x ∈ X, the stalk (OX )x is a local pre-

topos (i.e., satisfies the existence and disjunction properties cf. definition

2.4.6).

• A morphism of axiomatized spaces X → Y is a pair 〈F♭, F
♯〉 where F♭ :

X → Y is a continuous functor of topological groupoids and F ♯ : OY →

F∗OX in an internal pretopos functor in Sheq(Y ).

• A morphism of locally axiomatized spaces is a morphism of axiomatized

spaces such that the transposed map F ∗
♭ OY → OX is conservative on every

stalk.1

• A morphism F : X
∼
−→ Y is an equivalence of axiomatized spaces if F♭

and F ♯ are both full, faithful and essentially surjective.2

• A 2-morphism of axiomatized spaces X

F
&&

G

88

✤✤ ✤✤
��
τ Y is a pair 〈τ∗, τ ♯〉 where

– τ∗ is an internal pretopos functor G♭∗OF → F♭∗OF (in the opposite

direction) such that Γτ∗ ∼= 1F .
3

1Notice that the disjunction property implies that the subobjects of 1 in a local pretopos

contain a unique maximal ideal. Conservativity on stalks amounts to the requirement that

the maximal ideal in the stalk of OY at F♭(x) maps into the maximal ideal of the stalk of OX

at x.
2The conditions on F ♯ should be interpreted internally. An internal functor F : C → D is

(internally) full and faithful if the square below is a pullback, and essentially surjective if the

displayed map on the right is a regular epimorphism:

C1

❴✤

��

F1 // D1

�� C0 ×
D0

Iso(D1)

// // D0

C0 ×C0
F0×F0

// D0 ×D0

3Note that this condition is justified by the fact that ΓY
eq ◦ F∗ ≃ ΓX

eq ≃ ΓY
eq ◦G∗.
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– τ ♯ is a natural transformation

OY
F ♯

//

G♯ ##❍
❍❍

❍❍
❍❍

❍❍ ✤✤ ✤✤
�� τ

♯

F♭∗OX .

G♭∗OX

τ∗

99rrrrrrrrrr

Theorem 3.2.6 states that the affine scheme Spec(E) = 〈ME ,OE〉 associated

with a pretopos E is a locally axiomatized space. Equivariant global sections

provide a functor Γeq : AxSp → Ptop, and proposition 3.3.1 guarantees that

the composite Γ ◦ Spec is equivalent to 1Ptop. Now we will define a logical

scheme to be a locally axiomatized space which is covered by affine pieces.

Definition 3.3.3.

• Suppose that X is an axiomatized space and U ⊆ X is a (non-full) sub-

groupoid (with the subspace topology). The associated axiomatized sub-

space U ⊆ X is defined by restricting OX to the object space U0, equipped

with the equivariant action inherited from U1 ⊆ X1.

• U ⊆ X is an open subspace if U0 ⊂ X0 and U1 ⊆ X1 are open sets.

• A family of open subgroupoids {U i ⊆ X} is an open cover of X if any

α : x→ x′ in X1 has a factorization in
⋃
i U

i:

x = z0

α

**

β1

// z1
β2

// . . . . . .
βn

// zn = x′, βj ∈
⋃
i U

i
1.

Definition 3.3.4. A logical scheme is a locally axiomatized space X = 〈X,OX 〉

for which there exists an open cover by affine subspaces U i ≃ Spec(E i).

This defines a full 2-subcategory L-Sch ⊆ AxSp.

In order to lighten the notation when working with schemes we will write Γ

in place of Γeq. We also drop the (−)♭ notation from definition 3.3.2 and use

the same letter F to denote a scheme morphism X → Y and the underlying

continuous groupoid homomorphism X → Y .
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Recall that the (sheaf) descent category for an open cover J = {Ui ⊆ X} is

defined as follows. Set U =
∐
i Ui and let q denote the resulting map U → X .

An object of Desc(J) is a pair 〈E,α〉 where E ∈ Sheq(U) and α : p∗1E
∼= p∗2E is

an isomorphism over U ×
X
U (satisfying the usual cocycle conditions). We close

with the following lemma, which allows us to represent structure sheaves using

descent.

Lemma 3.3.5. If X is a scheme and J = {Ui ⊆ X} is an open cover then the

induced geometric morphism j :
∏
i Sheq(Ui) → Sheq(X) is an open surjection

in the topos theoretic sense: the inverse image functor q∗ is faithful and its

localic reflection is an open map.

In particular, Sheq(X) ≃ Desc(J).

Proof. When an equivariant sheaf 〈E, ρ〉 is described as an étale space, the

inverse image q∗〈E, ρ〉 is defined by pulling E back to U0 and factoring U1

through the pullback of ρ:

U1 ×
U0

q∗E //

q∗ρ
&&▼▼

▼▼▼
▼▼▼

▼▼
q∗(X1 ×

X0

E)
❴✤

//

��

X1 ×
X0

E

ρ

��

q∗E
❴✤

//

��

E

��

(U)0 q0
// X0

This is certainly faithful. If g 6= h : E → F are distinct maps in Sheq(X)

there is a point x such that the stalks disagree: gx 6= hx. Since J is an open

cover, x belongs to one of the subgroupoids Ui; let xi denote the associated

point in U . Since q∗ preserves stalks we have (q∗g)xi 6= (q∗h)xi and therefore

q∗g 6= q∗h.

The localic reflection of Sheq(X) is a topological space SX whose open sets

are the X-invariant open sets U ⊆ X0. For any set P ⊆ SX there is a smallest

X-invariant set P ; we can define it as the image of the composite P ×
X0

X1 →

X1 → X0.
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Because X is a scheme, X is an open topological groupoid, in the sense that

the domain and codomain X1 ⇒ X0 are open maps. This is true for affine

schemes (cf. definition 1.4.1) and it is a local condition. This means that if

V ⊆ X0 is open, then so is V .

In order to show that the localic reflection is open it is enough to check that

the restriction of q∗ to O(SX) has a left adjoint q! ⊣ q∗. We define q! by sending

a family of Ui-equivariant sheaves W = 〈Wi〉 to the union
⋃
iWi. If V is an

X-equivariant open then q∗V = 〈V ∩ (Ui)0〉, giving us the following sequence of

equivalences:

W = 〈Wi〉 ≤ 〈V ∩ (Ui)0〉 = q∗V

∀ i, Wi ≤ V

∀ i, Wi ≤ V

q!W =
⋃
iWi ≤ V

For the last statement of the lemma we appeal to a theorem of Joyal and

Tierney [19]. They proved that open surjections are effective descent morphisms

for sheaves, which means precisely that Sheq(X) ≃ Desc(q).

3.4 Open subschemes and gluing

In this section we will prove that schemes are local, in the sense that any open

subspace of a scheme is again a scheme. Then we show that schemes which

share an open subscheme X ⊇ U ≃ V ⊆ Y can be glued to give a pushout

X ⊕
U
Y . These will give us our first examples of non-affine schemes.

Recall that an affine scheme Spec(E) has a basis of open subsets Vϕ(k) where

ϕ(x1, . . . , xn) ≤ ΠiAi is a formula in context and k = (k1, . . . , kn) ∈ κn is

a sequence of parameters. This is the set of labelled E-models µ such that

µ |= ϕ(k) (cf. definitions 1.1.2 & 1.1.4). There is also an open set of morphisms

Vk 7→k ⇒ Vϕ(k), defining a subgroupoid Uϕ(k). We let Vϕ(k) denote the associated

open subspace of Spec(E).
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Lemma 3.4.1.

• If X = Spec(E) is affine then each open subspace Vϕ(k) is again affine,

with Vϕ(k) ≃ Spec(E/ϕ).

• If X is a scheme then any open subspace U ⊆ X is again a scheme.

Proof. For simplicity, suppose that ϕ(x) is a unary formula; the same argument

will apply to the general case. Thus we have a variable x : A and a subobject

ϕ ≤ A. The open subset Vϕ(k) is the set of labelled E-models µ such that

µ(k) ∈ Aµ is defined and the underly model Mµ |= ϕ(µ(k)). On the other

hand, a model of the slice category E/ϕ is a pair 〈M,a〉 whereM is an E-model,

a ∈ AM and M |= ϕ(a).

We define an equivalence J : Vϕ(k)
∼
−→ Spec(E/ϕ) by sending a labelled E-

model µ to the pair 〈µ, µ(k)〉. Given any modelM and any a ∈ AM there is some

labelling µ such that µ(k) = a, so this map is essentially surjective. Similarly,

an isomorphism of E/ϕ-models 〈M,a〉
∼
−→ 〈M ′, a′〉 is simply an isomorphism

α :M ∼=M ′ such that α(a) = a′. Given labellings of these models with µ(k) = a

and µ′(k) = a′, this says precisely that α : k 7→ k. Thus J is full and faithful.

Now note that J is an open map. An open subset of Vϕ(k) has the form

Vψ(k,l) where ψ(x, y) ⊢ ϕ(x) (cf. the inclusion lemma 1.1.10). Now we associate

the parameters 〈k, l〉 (defined for A and B in E) with a new parameter lk defined

for ϕ×B in E/ϕ. Since ψ is a subobject of ϕ× B, this defines an open subset

Vψ(lk) ⊆ Spec(E/ϕ) and the equivalence (OE)|Vϕ(k)
≃ OE/ϕ then follows from

OE(Vψ(k,l)) ≃ E/ψ ≃ (E/ϕ)/ψ ≃ OE/ϕ(Vψ(kl)).

From this we can see that if X is a scheme then so is any open subspace

U ⊆ X . For any point x ∈ U has an affine neighborhood x ∈ V ⊆ X with V ≃

Spec(F). Since U ∩V is again an open set, there is a basic open Vϕ(k) ⊆ U ∩V

(where ϕ is an F -formula). Then every point x has an affine neighborhood

x ∈ Vϕ(k) ⊆ U , so the objects of U are covered by affine pieces.
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Similarly, any isomorphism α : x
∼
−→ x′ in U can be factored as α = βn◦ . . .◦

β1 with βi : µi → µi+1 in Vi ∼= Spec(F i). Each intersection V i ∩U is again open

and so contains a basic open neighborhood βi ∈ Vk 7→l (where the parameters k

and l are associated with F i).

Now, as in the proof of lemma 3.2.4, we factor each βi into a trio of maps

µi → νi → ν′i → µi+1 such that

k
βi17−→ k =

νi
k′

βi27−→ k =
ν′
i

l
βi37−→ l.

Because V i ∩U is open, we may assume that this factorization lies inside U .

Each βij preserves some parameter and therefore belongs to one of the affine

subschemes Vk, Vk′ or Vl. Therefore the morphisms of U are also covered by

affine pieces and U is a scheme.

Lemma 3.4.2 (Gluing Lemma). Logical schemes admit gluing along isomor-

phisms.

Proof. First we note that the category of logical schemes has (disjoint) coprod-

ucts. Given schemes X and Y the spectrum for the coproduct is just the disjoint

sum of groupoidsX+Y . Described as the total space of an étale map, the struc-

ture sheaf is also a disjoint sum:

OX +Y
∼= OX +OY −→ X + Y.

Given a pair of maps X
F
−→ Z

G
←− Y, the following diagram indicates the

induced map 〈F,G〉♯ : 〈F,G〉∗OZ → OX +Y :

T Z

��

F ∗ T Z +G∗ T Z
oo

✤❴

��

F ♯+G♯

// T X + T Y

��

MZ MX +MY
〈F,G〉

oo ∼
MX +Y .

Infinite sums are handled in the same fashion. These coproducts constitute a

special case of gluing along the empty subscheme.
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Next suppose that X and Y have a common open subscheme: U ⊆ X and

U ⊆ Y. We want to describe the glued space Z = X ⊕
U
Y. The first step

is to construct the pushout of groupoids Z = X ⊕
U
Y . Because the forgetful

functor Top → Sets lifts limits and colimits, the underlying category of Z

(sans topology) is the ordinary pushout of groupoids.

The space of objects is just the ordinary quotient Z0 = (X0 + Y0)/U0. The

arrows of Z are generated (under composition) by those of X and Y . When

it is defined, composition is computed as in X or Y . Otherwise composition is

formal, subject to the following equivalence relation:

[β] ◦
Z

[
γ ◦
X
α
]
∼
[
β ◦
Y
γ
]
◦
Z
[α]

x
α∈X

// u
γ∈U

// u′
β∈Y

// y .

This formal composition defines a function from the space of U -composable

pairs X ∗
U
Y (or composable n-tuples) into Z1, as below. The topology on Z1 is

defined by requiring that all of these are open maps:

X1

cod
��

•✤❴
oo

��
X ∗

U
Y

✤❴
��

oo ◦ // Z1

X0 U0
oo

��

•✤❴
oo

��

Y0 Y1
dom

oo

For example, any two open neighborhoods VX ⊆ X1 and VY ⊆ Y1 define a

neighborhood VY ◦ VX = ◦
(
VY ∗

U
VX

)
⊆ Z1. If α ∈ VX and β ∈ VY are

composable then β ◦ α ∈ VY ◦ VX .

It is not difficult to see that this is a pushout of continuous groupoids. Sup-

pose that F : X → Z ′ and G : Y → Z ′ are continuous groupoid homomorphisms

which agree on U . Z is a pushout in groupoids, so this induces a unique functor

H : Z → Z ′. It is enough to check that this comparison map is continuous.

Because F and G agree on U , composition in Z ′ induces a continuous functor

F ◦ G : X ∗
U
Y → Z ′ (and similarly for longer composable strings). Given an
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open set W ⊆ Z ′, the inverse image H−1(W ) ⊆ Z is a union of the inverse

images F−1(W ), G−1(W ), (F ◦ G)−1(W ), etc. Since these are all continuous

H−1(W ) is a union of open sets, and H is continuous.

Now that we have the underlying groupoid Z we can define the structure

sheaf OZ . Notice that the isomorphism α : OX |U ∼= OY |U defines a object of

descent data 〈OX ,OY , α〉 for the binary cover X+Y → Z. Since an open cover

is effective descent (lemma 3.3.5), this defines the sheaf OZ up to isomorphism.

The stalks of OZ are inherited from OX and OY while the equivariant action

is a composite ρX and ρY :

γ : x
α // u

β
// y

ργ : OZ,x
∼= OX ,x

ρX,α
// OX ,u

∼= OU ,u
∼= OY,u

ρY,β
// OY,y

∼= OZ,y .

This defines a new scheme Z = X ⊕
U
Y which contains open subschemes X , Y

and U ∼= X ∩Y .

More generally, suppose that we have a family of schemes X i, a family of

open subschemes U ij ⊆ X i and isomorphisms hij : Uij ∼= Uji which satisfy the

cocycle conditions: hij = h−1
ji and hij ◦ hjk = hik (when the latter is defined).

We can glue these to form a new scheme Z =
⊕

Uij

X i.

The definition of Z is entirely analogous to the binary case. The underlying

groupoid Z is a pushout in the category of groupoids, consisting of strings

of composable arrows and topologized by open maps from the spaces of such

tuples. The structure sheaf on Z is defined locally by descent from the cover
∐
iXi → Z. More formally, this shows that the usual descent diagram has a

colimit in L-Sch whenever each U ij ֌ X i is an open subscheme:

∐
U ijk

//
//
//

∐
U ij

// //

// //

∐
X ioo // //

Z =
⊕

Uij

X i

.
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The gluing lemma provides our first examples of non-affine schemes. In fact,

the coproduct X = Spec(E) + Spec(F) is already non-affine. An equivariant

section on X is just a section of Spec(E) together with a section of Spec(F),

so that ΓX ≃ E ×F . In general (the diagram of) an (E ×F)-model is not

equivalent to the diagram of either an E-model or an F -model, which means

that Spec(ΓX ) 6≃ X . We will see in the next section that this is a general

characterization of non-affine schemes.

3.5 Limits of schemes

In this section we will prove that the category of logical schemes is closed under

finite limits, and that these can be computed from the colimits of pretoposes.

This is analogous to the situation in algebraic geometry, where the affine line

A1 is (dual to) the ring of polynomials C[x] and the plane A1×A1 corresponds

to the coproduct C[x, y] ∼= C[x]⊕ C[y].

Theorem 3.5.1. There is an (op-)adjunction Ptop(E ,ΓX ) ≃ L-Sch(X , Spec(E))

presenting pretoposes as a reflective (op-)subcategory of logical schemes

Ptopop

Γ
ss

Spec

33⊥ L-Sch .

Proof. We will describe the adjunction in terms of its unit and counit. Be-

cause this is an “adjunction on the right”, this amounts to a pair of natural

transformations

η = ηX : X −→ Spec(ΓX )

ǫ = ǫE : E −→ Γ(Spec E).

The counit ǫE is the equivalence of categories computed in theorem 3.2.6.

In order to describe the unit ηX : X → Spec(ΓX ) we fix affine cover J =

{U i ≃ Spec(F i)}. Taking global sections induces a family of pretopos functors
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and, dually, a family of scheme morphisms

Γ(X )
Ji // Γ(U i) ≃ F i

U i ≃ Spec(F i)
J∗
i // Spec(ΓX ).

Now we define η = ηX by setting η(x) = J∗
i (x) for x ∈ U i. Similarly, we can

define the action of η on isomorphisms by setting η(α) = J∗
i (α) when α ∈ U i

and extend to all of X by composition.

To see that this is well-defined, suppose that we have an isomorphism α ∈

U i ∩U j . The intersection is an open subscheme, so there is an affine neigh-

borhood U ij ≃ Spec(F ij) such that α ∈ U ij ⊆ U i ∩Uj . The resulting com-

posites U ij ⇒ Spec(ΓX ) will agree on α (modulo a canonical isomorphism in

Spec(ΓX )) because they arise from isomorphic pretopos functors:

U ij

  ❆
❆❆

❆❆
❆❆

❆

~~⑥⑥
⑥⑥
⑥⑥
⑥

F ij

U i

  ❇
❇❇

❇❇
❇❇

❇

Ji

��
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶ Uj

}}⑤⑤
⑤⑤
⑤⑤
⑤⑤

Jj

��✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌

F i

<<②②②②②②②②
Fj

bb❋❋❋❋❋❋❋❋

X

��
✤
✤
✤ ΓX

;;✇✇✇✇✇✇✇✇

cc❋❋❋❋❋❋❋❋

Spec(ΓX ) Γ(Spec ΓX ).

∼

OO

By considering a triple intersection we can show that these isomorphisms sat-

isfy cocycle conditions, allowing us to invoke the gluing lemma 3.4.2. This says

that X is a colimit X ≃ lim
−→i
U i. Since the maps J∗

i agree (up to isomorphism)

on their overlap, they induce a map η : X → Spec(ΓX ).

We also need a structure map η♯ : η∗OΓX → OX , which we construct via

descent. Recall that Sheq(X ) is equivalent to the category of descent sheaves

Desc(J); via this equivalence, OX and η∗OΓX correspond to the families 〈OUi
〉

and 〈J∗
i OΓX 〉, respectively. Both of these carry natural descent data and the

maps J♯i : J∗
i OΓX → OUi

commute with these isomorphisms (again because
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they are defined locally by isomorphic functors). Therefore the family 〈J♯i 〉

defines a map in Desc(J) and we let η♯ equal the corresponding map in Sheq(X ).

In order to see that η and ǫ define a (2-)adjunction we must verify the triangle

isomorphisms

ǫΓ ◦ Γ(η) ∼= 1Γ Spec(ǫ) ◦ ηSpec ∼= 1Spec.

Since ǫ is (pointwise) an equivalence of categories, it is enough to check that

Γ(η) and ηSpec(E) are also equivalences; this will guarantee the existence of the

natural isomorphisms asserted above.

First we show that the the global sections Γ(η) = Γ(η♯) are pseudo-inverse

to ǫΓ. Given a global object A ∈ ΓX , let B = ǫΓ(A). This is a section over

Spec(ΓX ) sending a labelled ΓX -model µ to LµA, the germ of A at µ.4

For each i, this gives us a pair of local sections over U i: Ai = A|Ui
and

Bi = Ji(B). These families lift to a pair of objects in Desc(J) and we will show

that these are isomorphic. Fixing a point ν ∈ U i ⊆ X , we calculate

(J♯iB)(ν) ∼= J♯i
[
(ǫΓA)(J

∗
i ν)
]

∼= J♯i (LJ∗
i ν
A)

∼= Lν(JiA)

Because Ji is defined by global sections inclusion U i ⊆ X we have Ji(A) ∼= AUi

and therefore Ai ∼= Bi.

Appealing to the compatibility of the maps Ji one easily check that these

isomorphism commutes with the descent data yielding an isomorphism η♯(B) ∼=

A. Therefore Γη is essentially surjective. A similar argument shows that

(Γη)(ǫΓf) = f for any arrow f ∈ ΓX , so that Γη is full.

To see that Γη is faithful, first notice that the maps ΓX → ΓU i are jointly

faithful (because the maps U i → X are jointly surjective). Therefore the induced

map Spec(
∏
i ΓU i)→ Spec(ΓX ) is again essentially surjective and gives rise to

4LµA was denoted ⊤̃(A) in section 2.4.
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another faithful functor

Γ Spec(ΓX )
%%

Γη
%%▲▲

▲▲▲
▲▲▲

▲▲
// // ΓSpec(

∏
i ΓU i) ≃

∏
i ΓU i .

ΓX

55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧

Given the factorization above, Γη must also be faithful and, therefore, an equiv-

alence of categories.

Finally we consider the map ηSpec(E) : Spec(E)→ Spec Γ(Spec E). Given an

E-model µ, the underlying model of ηSpec(E)(µ) is given by the composite of the

localization Lµ : Γ(Spec E) → Diag(µ) with the canonical model Hom(1,−) :

Diag(µ) −→ Sets. Now we compose with the equivalence E ≃ Γ(Spec E) and

note that the resulting functor E → Sets is canonically isomorphic to the un-

derlying model Mµ. This shows that (the underlying groupoid homomorphism)

ηSpec(E) is essentially surjective.

Similarly, any isomorphism α : µ
∼
−→ µ′ induces an isomorphism of dia-

grams Diag(α) : Diag(µ) ∼= Diag(µ′) and this yields a factorization of α through

Γ(Spec E):

Diag(µ)

Diag(α)

��

))❘❘
❘❘❘

❘

E
∼ //

Mµ

""

Mµ′

==

∼=
∼=

∼= ∼=

Γ(Spec E)

55❥❥❥❥❥❥

))❚❚❚
❚❚❚

Sets .

Diag(µ′)

55❧❧❧❧❧❧

On the other hand, for any µ ∈ Spec(E) we have Diag(µ) ∼= Diag(η(µ)), so

an isomorphism η(µ) ∼= η(µ′) factors through E in the same way. Thus ηSpec(E)

is fully faithful, and hence an equivalence of continuous groupoids.

At the level of structure sheaves we have a map η♯ : OΓ(Spec E) → η∗OE .

By the previous argument, its global sections I = Γ(η♯) is an equivalence is an

equivalence of categories. On any other basic open set Vϕ(k) ∈ Spec Γ(Spec E),
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the partial sections of η♯ factor as sequence of equivalences

OΓ(Spec E)(Vϕ(k)) ≃ Γ(Spec E)/ϕ ≃ E/Iϕ ≃ OE(VIϕ(k)) = η∗OE(Vϕ(k)).

Therefore ηSpec(E) is an equivalence of schemes, establishing the second triangle

isomorphism and the adjunction

Ptop(E ,ΓX ) ≃ L-Sch(X , Spec(E)).

Corollary 3.5.2. A logical scheme X is affine if and only if the unit η : X →

Spec(ΓX ) is an equivalence of schemes.

Proof. We have just verified a triangle isomorphism Spec(ǫE)◦ηSpec(E) ∼= 1Spec(E).

If X ≃ Spec(E) is affine then ηSpec(E) is the asserted equivalence. If X is not

affine then for any X 6≃ Spec(E) for any E , so η : X → Spec(ΓX ) cannot be an

equivalence.

Now we will show that the category of logical schemes is closed under finite

2-limits (or weighted limits). We will not recall the general definition, instead

referring the reader to [21]. Instead, we introduce a few examples which will

suffice for our purposes.

For any ordinary limit (e.g., products, equalizers, etc.) defined in ordinary

categories there is an associated pseudo-limit defined for 2-categories. For ex-

ample, if K is a 2-category then a (pseudo-)terminal object in K is an object 1K

such that for any other K ∈ K there is an essentially unique morphism K → 1K.

More precisely, such a map always exists and any two such maps are associated

by a unique 2-cell K
''

77

∼=

1K . Such a limit is unique up to equivalence in K.
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Similarly, the (pseudo-)pullback

K1 ×
L
K2

p1 //

p2

��

γ ∼=

K1

k1

��

K2
k2

// L

is defined by the following universal property: for any maps zi : Z → Ki with a

natural isomorphism (2-cell) θ : k1 ◦ z1 ∼= k2 ◦ z2 there is an essentially unique

map θ : Z → K1 ×
L
K2 such that zi ∼= p1 ◦ θ and θ = γ · θ. Henceforth we will

drop the “pseudo-” prefix, and simply refer to such objects as limits in K.

Additionally, there are 2-limits which have no analogue in ordinary cate-

gories. Remember that I is the “walking arrow” category with two objects and

one non-identity arrow. A power of an objectK by I is an objectK2 with a uni-

versal (oriented) 2-cell K2

''

77

✤✤ ✤✤
�� K . In Cat (or Ptop) the power of E by I is

the arrow category E2; this has two projections (dom and cod) and any natural

transformation F
%%

99

✤✤ ✤✤
��
τ E induces a map F → E2 sending F 7→ τF ∈ Ar(E).

In ordinary categories, terminal objects and pullbacks suffice to construct

all finite limits. Similarly, a theorem of Street [33] guarantees that these three

constructions (terminal objects, pullbacks and powers of I) suffice to construct

all finite limits. All of the above can be reversed to give definitions of 2-colimits,

and the same considerations apply.

Lemma 3.5.3. The 2-category of pretoposes is closed under finite 2-colimits.

Proof. In fact, Ptop is closed under all small 2-colimits (essentially because

Ptop is monadic over Cat), but we will not use that fact here. By the above,

it is enough to check that Ptop has an initial object, pushouts and copowers

by I.

The category of finite sets Setsf is the initial object in Ptop. Since a

pretopos functor must preserve the terminal object and finite coproducts, any
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map Setsf → E is canonically determined (up to unique isomorphism) by n 7→
ntimes︷ ︸︸ ︷

1E + . . .+ 1E .

Next consider the pushout of two pretopos functors I : E → F and J :

E → G. According to its universal property, a model of the pushout (i.e. a

functor F ⊕
E
G → S) is a pair of models M |= F and N |= G together with an

isomorphism between their reducts I∗M ∼= J∗N . This class is axiomatized by

the following theory:

L+ = LF +LG +{iE : IE → JE, jE : JE → IE | E ∈ E}

T+ = TF +TG +{J(f) ◦ iD = iE ◦ I(f) | f : D → E)},

+{I(f) ◦ jD = jE ◦ J(f) | f : D → E},

+{jE ◦ iE = 1IE, iE ◦ jE = 1JE | E ∈ E}

Therefore the classifying pretopos of T+ is a pushout in Ptop.

The copower of E by I, which we denote H = E ⇒ E , is similarly axiom-

atizable. A model of the copower consists of a pair of E-models together with

a homomorphism between them. To axiomatize this class, first duplicate each

object (or arrow or equation between arrows) of E ; every symbol E ∈ E has two

copies E0 and E1 in the copower. We also add in components of a transforma-

tion hE : E0 → E1 along with equational axioms expressing its naturality. This

leaves us with the following theory:

L⇒ = (LE)0 + (LE)1 + {hE : E0 → E1 | E ∈ E}

T⇒ = (TE)0 + (TE)1 + {hE ◦ f0 = f1 ◦ hD | f : D → E}.

According to its universal property, the classifying pretopos of T⇒ must be

equivalent to the copower E ⇒ E .

More categorically, we can regard T⇒ as a presentation of the product cat-

egory H = E ×I. This has finite limits, computed pointwise, and it comes

equipped with two “vertical” functors m0,m1 : E → H. These send E to 〈E, 0〉

or 〈E, 1〉 and they induce a coherent topology on H: the basic covers are vertical

families which are covers in E .
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This makes sense: the “horizontal” maps hE = 〈1E , I〉 are not covers be-

cause homomorphisms are not generally surjective. However, the composition

in H is computed pointwise, and this ensures that the horizontal maps satisfy a

naturality condition. For each τ : D → E

hE ◦m0(τ) = 〈1E , I〉 ◦ 〈τ, id0〉

= 〈τ, I〉

= 〈τ, id1〉 ◦ 〈1D, I〉 = τ1 ◦ hD

This shows that H is a copower of E in Coh, the class of coherent categories.

Because pretopos completion is a left adjoint, it follows immediately that the

pretopos completion of H is the copower of E by I in Ptop

E

M1
%%

M2

99

✤✤ ✤✤
��
h S

H
N // S

H = Ptop(H) // S .

Theorem 3.5.4. The 2-category of logical schemes is closed under finite 2-

limits, which are computed from colimits in the 2-category of pretoposes.

Proof. As in the algebraic case, we exploit the fact that an adjunction on the

right must send colimits to limits, so that lim←−i Spec(E i) ≃ Spec(lim−→i
E i):

L-Sch
(
Z, lim
←−i

(Spec E i)
)
∼= lim
←−i

L-Sch(Z, Spec E i) (limitinCat )

∼= lim
←−i

Ptop(E i,ΓZ)

∼= Ptop(lim
−→i
E i,ΓZ)

∼= L-Sch
(
Z, Spec(lim

−→i
E i)
)
.

This shows that finite 2-limits of affine schemes exist, and they are the affine

schemes associated with colimits in Ptop. This already shows that schemes

have a terminal object: Spec(Setsf ).

105



Now we construct the pullback of two scheme morphisms Y → X and Z → Y;

the argument is essentially the same as that for the algebraic case. First, note

that if Y ×
X
Z exists and U ⊆ Y then the pullback U ×

X
Z is given by the inverse

image p−1
Y (U). In the diagram below, W is supported over U , so the induced

map W → Y ×
X
Z must factor through p−1

Y (U):

W

**❚❚❚
❚❚❚❚

❚❚❚❚
❚❚❚❚

❚❚❚❚
❚❚❚❚

❚❚❚❚

��
✱✱
✱✱
✱✱
✱✱
✱✱
✱✱
✱✱
✱✱
✱✱

&&◆
◆◆◆◆◆◆◆◆

��
✿

✿
✿

✿
✿

p−1
Y (U) ⊆

��

Y ×
X
Z
❴✤

//

��

Z

��

U ⊆ Y // X

Now suppose that Y ≃
⊕

i Yi is an open cover and that each pullback Yi×
X
Z

exists. Let V ij = p−1
Yi

(Y i ∩Yj). By the previous observation, Vij is a pullback

and therefore uniqueness implies that there is a canonical equivalence V ij ≃ Vji.

This means that we can glue the schemes Y i×
X
Z along the V ij in order to define

a scheme
⊕

i

(
Yi×

X
Z

)
.

Given any maps F : W → Y and G : W → Z which commute with the

projections to X , we set W i = F−1(Y i). This defines a family of maps W i →

Yi×
X
Z and one easily checks that these agree on their overlaps. Gluing gives the

existence of a mapW →
⊕

i

(
U i×

X
Z

)
and the essential uniqueness of this map

can be checked locally. This shows that Y ×
X
Z =

⊕
i

(
U i×

X
Z

)
is a pullback in

schemes.

By the argument at the beginning of the theorem we know that affine

schemes have pullbacks:

Spec(F) ×
Spec(E)

Spec(G) ≃ Spec(F ⊕
E
G).
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Now suppose that X = Spec(E) is affine and choose open covers Y ≃
⊕

i Yi and

Z ≃
⊕

j Zj . By the previous argument, applied twice, we have

Y ×
X
Z ≃

⊕

i

(
Yi×

X
Z

)
≃
⊕

i,j

(
Yi×

X
Zj

)
.

Finally, suppose that we have an open cover X =
⊕

iX i; let Y i and Zi

denote the inverse images in X i in Y and Z. We have just shown that the

pullback Yi ×
X i

Zi exists; now we observe that Yi ×
X i

Zi ≃ Y i×
X
Z:

Yi×
X
Z
❴✤

//

��

Zi
❴✤

��

// Z

��

Yi // X i // X

By the same argument as above, it follows that L-Sch is closed under pullbacks:

Y ×
X
Z ≃

⊕

i

(
Y i×

X
Z

)
≃
⊕

i

(
Y i ×

X i

Zi

)
.

A similar argument shows that L-Sch has powers of I, which we denote

X 2. In Ptop we can push out a natural transformation along a slice E → E/A.

Locally, this defines restriction of a 2-cell Z

F
&&

G

88

✤✤ ✤✤
��
τ X to an open subscheme

U ⊆ X :

E

2

++

J

33
✤✤ ✤✤
��
θ

��

F

��

X
✤✤ ✤✤
��

Z

G

jj

F

tt
τ

E/A
✤✤ ✤✤
��
θ/A

//

##●
●●

●●
●●

●●
F /IA U

OO

✤✤ ✤✤
��
τ |U

F ∗ Uoo

{{①①
①①
①①
①①
①

OO

F /JA

θ∗A

::✉✉✉✉✉✉✉✉✉
G∗ U

aa❈❈❈❈❈❈❈❈❈

This is closely related to the fact that the copower of slices is a slice of the

copower:
(
E/A ⇒ E/A

)
≃ (E ⇒ E)/A1. This is because an E/A-morphism

h : 〈M1, a1〉 → 〈M2, a2〉 is, by definition, an E-morphism M1 → M2 such that

h(a1) = a2.
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Now suppose that X 2 exists and that U ⊆ X is an open subscheme. Then U2

exists, and it is given by the inverse image along the domain map X 2

dom
&&

cod

88

✤✤ ✤✤
��
X .

To see that this gives the correct universal property, suppose that we have a

map T : Z → U2 ⊆ X 2. By the universal property of X 2 this is equivalent to a

2-cell Z

F
&&

G

88

✤✤ ✤✤
��
τ X . Because T factors through U2 = dom−1(U), we must have

F ∗ U = dom(T )∗ U ∼= Z. It follows that the restriction of τ to U is a 2-cell in

L-Sch(Z,U):

Z // dom−1(U) = U2

Z ∼= F ∗ U
✤✤ ✤✤
��
τ |U

//

%%▲▲
▲▲▲

▲▲▲
▲▲

U .

G∗ U

<<②②②②②②②②

On the other hand, if X =
⊕

i X i and X
2

i exists then so does X 2, and it

is given by
⊕

iX
2

i . Here X 2

i is a matching family because, by the previous

argument, (X i ∩X j)2 exists and is a subscheme of X 2

i . One can check that if a

family of scheme morphisms Yi → X
2

i matches on Y =
⊕

i Y1, then so do the

induced 2-cells Yi
''

77

✤✤ ✤✤
��
X i . Thus any map Y → X 2 corresponds to a unique

2-cell Y
&&

88

✤✤ ✤✤
��
X , so X 2 is a power in L-Sch.

If X = Spec(E) is affine, then its power X 2 is also affine, given by Spec(E ⇒

E). If V = Spec(F) is affine then we have the sequence of equivalences below;

the general case follows by gluing.

V
((
66

✤✤ ✤✤
�� τ

′ U

E
((
66

✤✤ ✤✤
�� Γτ

′ F

Γ̃τ ′ : E ⇒ E // F

τ̃ ′ : V // Spec(E ⇒ E)
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Since any scheme has an affine cover X ≃
⊕

i Spec(E i), it also has a power

X 2 ≃
⊕

i Spec(E i ⇒ E i).
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Chapter 4

Applications

The affine scheme Spec(T) associated with a logical theory incorporates both

semantic and syntactic components of the theory. As such, it is a nexus to

study the connections between different branches of logic and other areas of

mathematics. In this chapter we will describe a few of these connections.

The first section discusses a connection between schemes and topos theory.

The structure sheaf OT is an internal pretopos on the category of equivariant

sheaves Sheq(MT). The machinery of sheaves and sites can be relativized to this

context, so that OT is a site for the (internal) coherent topology. We show that

this topos classifies T-model homomorphisms. It follows that this can also be

regarded as the (topos) exponential of Sh(MT) by the Sierpinski topos Sets2.

The next section describes another view of the structure sheaf, as a type-

theoretic universe. From the results of chapters 1 and 3 we know that an equiv-

ariant morphism of sheaves e : [[ϕ]]→ OT can be classified (up to isomorphism)

by an object E ∈ E/ϕ. We will define an auxilliary sheaf El(OT) → OT which
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allows us to recover E from e via pullback:

[[E]]
❴✤

��

// El(OT)

��

[[ϕ]] // OT .

This allows us to think of OT as a universe of definably or representably small

sets. Formally, we show that OT is a coherent universe, a pretopos relativization

of Streicher’s notion of a universe in a topos [34].

In the third section we demonstrate a tight connection between our logical

schemes and a recently defined “isotropy group” [12] which is present in any

topos. This allows us to interpret the isotropy group as a logical construction.

Using this, we compute the stalk of the isotropy group at a model M and show

that its elements can be regarded as parameter-definable automorphisms of M .

In the last section we discuss Makkai & Reyes’ conceptual completeness the-

orem [27] and reframe it as a theorem about schemes. The original theorem says

that if an interpretation I : T → T′ induces an equivalence I∗ : Mod(T′)
∼
−→

Mod(T) under reducts, then I itself was already an equivalence (at the level

of syntactic pretoposes). The corresponding statement for schemes is trivial:

if 〈I♭, I♯〉 : Spec(T
′) → Spec(T) is an equivalence of schemes, then the global

sections ΓI♯ defines an equivalence T ≃ T′. However, we can unwind the Makkai

& Reyes proof to provide insight into the spectral groupoidMT. The resulting

“Galois theory” relates logical properties of I to a mixture of topological and

algebraic (i.e., groupoid-theoretic) properties of I♭.

4.1 Structure sheaf as site

The formal definitions of sites and sheaves can be described in geometric logic,

and can therefore be interpreted internally in any topos (see, e.g., [16], C2.4).

We have already noted that the structure sheaf OE is a pretopos (and hence a
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site) internally in Sh(E) ≃ Sheq(ME). In this section we will discuss the topos

of internal sheaves ShE(OE). In particular, we will show that this category of

internal sheaves is equivalent to the topos exponential of Sh(E) by the Sierpinski

topos Sets2.

Before proceeding we introduce the necessary terminology and notation. In

this section we let S = Sets, although the same arguments can be relativized to

any base topos. We let I denote the poset {0 ≤ 1}; we will variously regard I

as a category (with one non-identity morphism), a finite-limit category (where

1 is terminal and 0 is a subobject of 1) and a regular category (where the non-

identity morphism is not a cover. We will use standard notation C×D or DC

for products and exponentials (i.e., functor categories) in Cat.

In particular, the Sierpinski topos is the functor category S2, also known

as the arrow category of S. Its objects are functions in S and its morphisms

are commutative squares. The Sierpinski topos classifies subobjects p ≤ 1.

Indeed, a geometric morphism f : Z → S2 is equivalent to a left-exact functor

f0 : 2 → Z. Since f0 must preserve the terminal object 1, it is completely

determined by the image f0(0). Similarly, f0 must preserve subobjects, so the

image f0(0) = p is subterminal in Z, and 2 has no other finite limits.

Let Top denote the category of (Grothendieck) toposes and geometric mor-

phisms. We will be concerned with products and exponentials in Top (which

will exist for those cases we are concerned with, cf. [16] C4); in order to distin-

guish these from product and functor categories we use the following notation:

X ⊗Y → Z

X → exp(Y ,Z).

As a final piece of notation, recall section 3.5 that E ⇒ E denotes the copower

of E in Ptop, which is to say that a model of E ⇒ E is the same as a homomor-
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phism of E-models:

(E ⇒ E) −→ S

E
%%

99

✤✤ ✤✤
��
S .

From lemma 3.5.3 we have a syntactic description of H = (E ⇒ E) as the

pretopos completion of the product category E ×2. In particular, H contains

two objects A0 and A1 for each object A ∈ E , and these are connected by a

distinguished morphism kA : A0 → A1

Theorem 4.1.1. The following toposes are equivalent:

1. The category of internal (coherent) sheaves on OE .

2. The category of (coherent) sheaves on E ⇒ E.

3. The exponential (in Top) of Sh(E) by the Sierpinski topos.

ShE(OE) ≃ Sh(E ⇒ E) ≃ exp(S2,Sh(E))

Lemma 4.1.2. The product in Top of a topos F with the Sierpinski topos is

given by the functor category F2:

F ⊗S2 ≃ F2 .

Sketch. A more general proof, following from Diaconescu’s theorem, can be

found in Johnstone [16], Cor. 3.2.12.

We will show that both toposes have the same classifying property. First of

all, notice that F2 has projections to both F and S2:

γF : F2
id

vv

dom

88⊥ F ,

Γ2 : F2
∆2

vv

Γ2
77⊥ S2 ,

Given P : Z → F2 we can recover f : Z → F and p ≤ 1Z by composing with

these two projections (and applying the classifying property of S2).

113



On the other hand, given p and f we wish to construct an extension Pf as

below

S2
∆2

//

P
❈

❈

!!❈
❈

F2

Pf

��
✤
✤
✤

2

p≤1
//

y

OO

Z .

In order to construct Pf it helps to first understand P .

The representable functors y0 and y1 correspond to the unique functions

∅ → 1 and 1 → 1, respectively; P sends these to p and to 1Z . The unique

function !2 : 2 → 1 is the coequalizer of two projections y0 ⇒ y1; it follows

that P (!2) is given by two copies of 1Z glued together along p. Similarly, P (!n)

consists of n copies of 1Z glued at p. P sends any other function π : F → A to

A-many disjoint pieces, each consisting of F (a)-many copies of 1Z glued along

p.

The construction of Pf is formally similar. The inverse image of a map

π : F → A is covered by p× f∗A and f∗F , which we think of as A-many copies

of p together with F -many copies of 1Z . The image of π is then given as a

pushout

p× f∗F
p×f∗π

//

p2

��

p× f∗A

��

f∗F // P ∗
f (π).

When F and A are discrete (i.e., in the image of ∆) this is the same as our

description of P , so the extension diagram above commutes. One should also

check that P ∗
f does, in fact, define the inverse image of a geometric morphism.

This can be established by constructing a hom-tensor adjunction as in [26],

VII.7-9.

Lemma 4.1.3. The exponential topos exp(S2,Sh(E)) classifies homomorphisms

of E-models and is therefore equivalent to the topos of sheaves on the copower

E ⇒ E.
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Proof. According to the defining adjunction of the exponential together with

the last lemma we have equivalences, natural in Z,

Z −→ exp(S2,Sh(E))

Z ⊗S2 −→ Sh(E)

Z2 −→ Sh(E).

The latter geometric morphism is completely determined by a pretopos func-

tor E → Z2. But Z2 is a power object in Ptop and, by the universal properties

of powers and copowers we have another sequence of equivalences

E −→ Z2

E
&&

88

✤✤ ✤✤
��
Z

(E ⇒ E) −→ Z .

The last pretopos functor induces a unique geometric morphismZ → Sh(E ⇒ E).

By the uniqueness of classifying toposes, we conclude that

exp(S2,Sh(E)) ≃ Sh(E ⇒ E).

Proposition 4.1.4. The topos of internal sheaves on OE is equivalent to the

category of sheaves on E ⇒ E:

ShME
(OE) ≃ Sh(E ⇒ E).

Proof. Let G = ShME
(OE). Recall the construction of OE : we first sheafified

the codomain fibration E2 → E and then transported it across the equivalence

Sh(E) ≃ Sheq(ME). Because equivalent sites produce equivalent categories of

internal sheaves, the topos G is insensitive to both operations; therefore we need

not distinguish between OE and E2.

Since Sh(E ⇒ E) is a coherent topos, Delingne’s theorem ensures that it has

enough points. Moreover, an internal version of Deligne’s theorem ensures that
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G also has enough points. Since OE is a coherent site internally it has enough

“internal points” Sh(E)→ H. Sh(E) is (externally) coherent, so it has enough

ordinary points, and we may compose these facts.

Given distinct, parallel morphisms f 6= g inH first find H : Sh(E)→ H such

that H∗f 6= H∗g. Then find M : S → Sh(E) such that M∗(H∗f) 6=M∗(H∗g).

The resulting composite H ◦M is a point S → H which separates f and g.

Therefore G also has enough points and we can verify that G ≃ Sh(E ⇒ E)by

checking an equivalence between their categories of points:

Top(S,Sh(E ⇒ E)) ≃ Top(S,G).

We begin by calculating the points g : S → G. Such a point can be repre-

sented as a pair g = 〈M, f〉 where M is a point of Sh(E) and f is a point in the

(external) sheaf topos Sh(M∗OE).

Given g, we can recover M by composing with the internal global sections

morphism G → Sh(E). From the results of section 2.4 we know that the stalk

of OE at M is the diagram of M : M∗OE ≃ Diag(M). Since a model of the

diagram of M consists of another model N together with a homomorphism

f : M → N , the points of G are the same as those of Sh(E ⇒ E).

We must also check the morphisms between points of G and show that these

agree with the morphisms of points in Sh(E ⇒ E). First suppose that we have

a morphism of points in Sh(E ⇒ E); this amounts to a natural transformation

(E ⇒ E)

h
''

h′

77

✤✤ ✤✤
��
η S ; here h and h′ correspond to E-model homomorphisms

M → N and M ′ → N ′, respectively.

If we consider the components of η at A0 (resp. A1) for each object A ∈ E ,

these define a model homomorphism η0 : M → M ′ (resp. η1 : N → N ′).

Naturality of η along the distinguished morphisms kA : A0 → A1 shows that

these homomorphisms commute with h and h′, so that a morphism of points is

Sh(E ⇒ E) is equivalent to a commutative square in Mod(E):
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h(A0)
η0A

//

h(kA)

��

h′(A0)

h′(kA)

��

M
η0

//

h

��

M ′

h′

��

h(A1) η1A
// h′(A1) N η1

// N ′.

Now consider a transformation S

g
%%

g′
99

✤✤ ✤✤
��
γ G . As we did for the points, we

can characterize such a transformation in terms a component at Sh(E) together

with a component at (the inverse image of) the structure sheaf.

As above, the first of these is defined by whiskering with the internal global

sections geometric morphism. This yields a homomorphism γ0 between the first

components of g = 〈M, f〉 and g′ = 〈M ′, f ′〉:

S

g

((

g′

66
✤✤ ✤✤
��
γ

M

!!

M ′

==
G // Sh(E)

This homomorphism induces a pretopos functor between the diagram of M

and the diagram of M ′ and which, by abuse of notation, we also call γ0. This

functor mediates a natural transformation γ between the second components of

g and g′:

Diag(M)
Diag(γ0)

//

f
##❍

❍❍
❍❍

❍❍
❍❍

⇒
γ

Diag(M ′)

f ′

zz✈✈
✈✈✈

✈✈
✈✈✈

S .

The original transformation γ is completely determined by the pair 〈γ0, γ〉.

Recall that an object of Diag(M) has the form ϕ(x, b), where ϕ ֌ A × B

is a formula in E and b ∈ BM is a parameter in M . Since γ0 (regarded as

a pretopos functor) acts by sending ϕ(x, b) 7→ ϕ(x, γ0(b)), it has no effect on

unparameterized formulas. Therefore it commutes with the canonical inclusions

E → Diag(M) and E → Diag(M ′). If we let N and N ′ denote the (codomain)
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models associated with f and f ′, then composing with γ yields a second model

homomorphism γ1 : N → N ′

Diag(M)

��

f

''❖❖
❖❖❖

❖❖❖

E

''❖❖
❖❖❖

❖❖❖

77♦♦♦♦♦♦♦♦

N

��

N ′

DD
γ⇓ S

Diag(M ′)
f ′

77♦♦♦♦♦♦♦♦

The naturality of γ ensures that this homomorphism defines a commutative

square. To see this, consider the component of γ at the singleton formula x = a

(for some element a ∈ AM ). This has an obvious inclusion (x = a) ֌ A and,

by naturality, this must commute with γA = γ1A:

Diag(M) :

γ0

��

x = a❴

��

✤ // (x = f(a))N

γx=a

��

// // AN

γ1A=γA

��

Diag(M ′) : x = γ0(a)
✤ // (x = f ′(γ0(a)))

N ′
// // AN

′

This shows that the component of γ1 at A applied to the unique element

x = f(a) in N is equal to the unique element x = f ′(γ0(a)) in N ′; in other

words, γ1 ◦ f = f ′ ◦ γ0.

Therefore Top(S,G) ≃ Top(S,Sh(E ⇒ E), completing the proof.

Combining lemmas 4.1.3 and 4.1.4 we have proved the following theorem:

Theorem. The following toposes are equivalent:

1. The category of internal sheaves on OE .

2. The category of sheaves on E ⇒ E.

3. The exponential (in Top) of Sh(E) by the Sierpinski topos.

ShE(OE) ≃ Sh(E ⇒ E) ≃ exp(S2,Sh(E))
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4.2 Structure sheaf as universe

In this section we investigate a connection between logical schemes and type

theory, specifically the notion of a type-theoretic universe. We will show that

the structure sheaf OE can be regarded as a universe of “representably small”

morphisms in the topos of equivariant sheaves Sheq(ME). In particular, this

will show that we can conservatively extend any coherent theory to include a

universe of small sets.

The category theorist tends to think of arrows, rather than objects, as small;

a universe in E is a subclass of arrows U ⊆ Ar(E) satisfying some natural closure

and generation principles. Intuitively, a map is small when each of its fibers is;

consequently, an object is small just in case the terminal projection E → 1

belongs to U . From this characterization we can immediately recognize one of

the defining properties of a universe: it should be closed under pullback. After

all, any fiber of a pulled back map is a fiber of the original map, so if a given

map has small fibers so will all of its pullbacks. Notice that this automatically

closes small maps under isomorphism.

Another important requirement is that small maps should be closed under

composition. In Sets, this corresponds to the assumption that a small coproduct

of small sets is again small. This is essentially the axiom of replacement: when

A is a set and {Fa | a ∈ A} is a (disjoint) family of sets, then the union

F =
⋃
a∈A Fa is again a set. More generally, this translates to closure under the

type-theoretic operation of dependent sums.

Finite sets provide a motivating example for these issues. Consider the

following map in Sets:

K = {(k, n) ∈ N×N | k < n}
p2
−→ N .

This projection has the nice property that, for every m ∈ N, the fiber of K over

m contains exactly m elements. More generally, any function F → A whose
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fibers are finite is realized as a pullback of K:

F
❴✤

//

��

K

��

A
a 7→‖F (a)‖

// N .

We say that K → N is generic for maps with finite fibers.

The third axiom of small maps says that any categorical universe should

contain such a generic display map. Any class of small maps should contain a

map El(U)→ U such that every small s : E′ → E arises as the pullback against

some f : E → U :

E′

❴✤
//

∀ small s

��

El(U)

��

E
∃ f

// U.

Note that in general neither U nor El(U) will themselves by small objects.

Definition 4.2.1. A coherent universe in a category E is a class of maps U ⊆

Ar(E) such that:

• U is closed under pullbacks.

• U is closed under composition/dependent sums.

• There is a an object U and a morphism πU : El(U) → U in U such that

every small map is a pullback of πU .

This is a generalization of Streicher’s definition of a universe in a topos (cf.

[34]), from which we have removed two conditions which are inappropriate to

the context of pretoposes.

The first says that all monos should be small maps. This is intuitively

reasonable, since the fibers of a mono are either empty or singletons. However,

this is not as straightforward as it seems. We can reformulate the example of

finite sets in any pretopos containing a (parameterized) natural numbers object.
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This amounts to a weak intuitionistic set theory, and in these cases the finite

sets may not be closed under subobjects. This means that we can have a small

object which contains non-small subobjects, in the sense that they do not arise

as pullbacks of K.

Something similar occurs in our context, where smallness will correspond to

definability. As already observed in Chapter 2, not every equivariant subobject

of a definable sheaf is definable; a further compactness condition is required.

Our notion of smallness incorporates, in some sense, smallness of definition

in addition to smallness of fibers and so closure under monomorphisms is an

unreasonable requirement in this setting.

Additionally, the definition of a universe in a topos usually requires small

maps to be closed under dependent products as well as sums. As we are working

with pretoposes, which do not model dependent products, it is reasonable to

omit this requirement as well.

Definition 4.2.2. A map of equivariant sheaves f : E′ → E ∈ Sheq(M) is

definably small if the pullback along any map from a definable sheaf [[A]] → F

(cf. page 26) is a definable map:

[[ F ]]
❴✤

[[τ ]]

��

// E′

f

��

[[A]] // E.

These maps are also called representably small, because the equivalence

Sheq(M) ≃ Sh(E) carries each definable sheaf [[E]] to the corresponding repre-

sentable functor yE.

By stacking pullback squares either horizontally or vertically, the two pull-

backs lemma immediately verifies both the first and second requirements for a
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universe:

q∗(p∗E′) ∼= (pq)∗E′

❴✤
))//

definable

��

p∗E′

❴✤

��

// E′

small

��

[[A]] q
// D p

// E,

[[F ]]
❴✤

��

definable

��

// E′′

small

��

[[B]]
❴✤

��

// E′

small

��

[[A]] // E.

The most interesting aspect of this universe is the generic map.

Let L denote the “walking section”, the category with three non-identity

arrows

0
p

//
r

$$
1,

s
oo r = s ◦ p, p ◦ s = id1 .

The inclusion of 2 into L (as p) induces a functor EL → E2. This makes EL

into a stack over E , so we sheafify it and transport it across the equivalence

Sh(E) ≃ Sheq(ME) just as we did with for the structure sheaf. This gives our

desired generic map.

Theorem 4.2.3. Let πE : El(OE) → OE denote the map of equivariant ME -

sheaves which arises as the sheafification and transport of the canonical functor

EL → E2. This map is generic for definably small maps in Sheq(ME).

Proof. First we show that every definable map [[τ ]] : [[B]] → [[A]] arises as a

pullback of El(OE). From proposition 3.2.3 we know that there is an equivalence

between partial sections of the structure sheaf and objects of the slice category

OE(VA(k)) ≃ E/A.

Using this we can associate τ with a partial equivariant section t : VA(k) →

OE . According to lemma 1.5.3, this has a unique extension to an equivariant
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map t : [[A]]→ OE . Now consider the pullback

P
❴✤

//

��

El(OE)

πE

��

[[A]]
t

// OE .

We claim that the left-hand map is isomorphic to [[τ ]].

Both strictification and transport preserve pullbacks, so it will be enough to

show that the following diagram of functors is a (strict) pullback in stacks over

E :

E/B
❴✤

E/τ

��

// EL

��

E/A
τ

// E2

Here E/A, e.g. is the (representable) stack fibered over its domain as in propo-

sition 3.1.2.

Now suppose that we have an object ǫ ∈ E/A and a section 〈p, t〉 ∈ Eσ. To

say that these agree over E2 means that τ (ǫ) ∼= ǫ∗(τ) ∼= p, and t is a section of

this pullback:

ǫ∗B
❴✤

τ(ǫ)

��

// B

τ

��

E ǫ
//

t

DD

A

But this data is precisely equivalent to a map β : E → B such that β ◦ τ = ǫ.

Since E/− acts by precomposition, this means that E/B is the pullback of Eσ

along τ̂ .

Now suppose that some equivariant sheaf map f : D → E is definably

small. We must define a map pfq : E → OE such that we have an isomorphism

pfq∗(EL) ∼= D over E. We define pfq locally by giving the image of any basic

open section in E. For such a partial section e : VA(k) → E there is a unique

equivariant extension e : [[A]]→ E and, because f is definably small, its pullback
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is a definable map [[β]]. This definable map induces another a partial section pβq

in the structure sheaf and this section will be the image of e under pfq.

We can see that pfq is well-defined by checking that its definition agrees

whenever two sections b over VB(j) and c over VC(k) overlap, as in the diagram

below. That overlap will contain a subsection over a smaller basic open neigh-

borhood VA(i,j,k), and these lift to equivariant maps [[A]]→ [[B]] and [[A]]→ [[C]].

Because the sections b and c overlap, these canonical lifts will commute:

[[A]] //❴❴❴❴❴❴❴❴❴❴

$$■
■

■
■

■ [[C]]

c

!!❈
❈❈

❈❈
❈❈

❈

[[B]]
b

// E

VA(i,j,k)

OO

// //

$$

$$■
■■

■■
■■

■■
VC(j)

OO

c

==④④④④④④④④④

VB(k)
b

JJOO

Now suppose that d is a lift of e along the map f (i.e., f ◦ d = e) as in the

diagram below. This induces a equivariant lift d : [[A]]→ D such that f ◦ d = e,

and hence a section of the pullback [[β]].

[[B]]

[[β]]

��

// D

f

��

//❴❴❴❴❴❴❴❴ El(OE)

��

VA(k)

e

}}④④
④④
④④
④④

d

aa❈❈❈❈❈❈❈❈❈

pβq
$$❍

❍❍
❍❍

❍❍
❍❍

p〈β,δ〉q
::✈✈✈✈✈✈✈✈✈

[[A]]
e

//

[[δ]]

GG

✳
✮
✩
✤ ✚
✕
✏

d

AA✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂
E // OE

The pair 〈β, δ〉 defines a partial section of El(OE) over VA(k) and an argument

like the one above shows that these agree on their overlaps. Therefore they patch

together to give a map D → EL. The projection EL → E2 sends p〈β, δ〉q to pβq,

so the map commutes over E2. Moreover, the fact that δ is uniquely determined

by the canonical lift d implies that the right-hand square is a pullback.
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This demonstrates that the projection El(OE)→ OE is generic for definably

small maps in Sheq(M) and completes the proof.

The results of this section show that we can regard the map El(OE) → OE

as a universe for an interpretation of (a weak form of) dependent type theory

which involves dependent sums but not dependent products. More specifically,

when E is locally Cartesian closed, this can act as a universe for all of dependent

type theory [4]. Following the results of [20] we can also use this as the basis

for a model of algebraic set theory.

4.3 Isotropy

In this section we discuss a connection between our logical schemes and recent

developments in topos theory. Motivated by constructions in semigroups, Funk,

Hofstra and Steinberg have recently discovered a canonical group object internal

to any topos [12]. Here we give a logical interpretation of this isotropy group,

showing that it is closely related to the structure sheaf of our logical schemes.

This provides a new perspective on this construction, and also provides an easy

calculation of the stalks of the group. As a corollary of our earlier results, we also

give an external description of the isotropy group relating it to the Sierpinski

topos.

If F is a topos, then so is each slice categoryF/A, and any morphism f : B →

A in F induces a geometric morphism f : F/B → F/A whose inverse image

is given by pullback along f . In particular, every slice topos has a canonical

geometric morphism πA : F/A→ F .

Funk, Hofstra and Steinberg define an isotropy functor Z : Fop → Grp

which sends each object A ∈ F to the group of natural automorphisms of πA
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(i.e., of the inverse image π∗
A):

Z(A) ∼=



α

∣∣∣∣ F/A
&&

88

∼=

α F





We sometimes denote such an automorphism by writing α : F/A −→

x

F . The

action of a morphism f : B → A on Z is given by composition with f .

As they demonstrate, Z preserves colimits (i.e., sends colimits in F to limits

in Grp) from which it follows that Z is representable: there is an internal group

Z ∈ Grp(F) such that Z ∼= HomF(−, Z). To define Z from Z, represent F as

the topos of sheaves on a site (C,J ). The composite Cop y
−→ Fop Z

−→ Grp is

a sheaf of groups and (naturally, for any object F ∼= lim
−→i∈

∫
F
yCi)

Z(F ) ∼= Z(lim−→i
yCi)

∼= lim
←−i
Z(yCi)

∼= lim
←−i

Z(Ci)

∼= lim
←−i

HomF (yCi, Z)

∼= HomF (lim−→i
yCi, Z) ∼= HomF (F,Z).

Definition 4.3.1. The isotropy group of a topos F is the internal group Z ∈

Grp(F) which represents the isotropy functor (i.e., Z ∼= HomF(−, Z)).

Lemma 4.3.2. When (C,J ) is a subcanonical site closed under products then

for any A ∈ C the Yoneda embedding induces a canonical isomorphism

Z(yA) = Aut(π∗
yA)
∼= Aut(A×).

Proof. Here A× : C → C/A is the functor sending each object C ∈ C to the

second projection C × A → A. The slice category C/A inherits a topology

from C and (because J is subcanonical) there is an equivalence Sh(C/A) ≃

Sh(C)/yA (cf. [16], C2.2.17).

Let yA denote the sliced Yoneda embedding C/A→ Sh(C/A) ≃ Sh(C)/yA.

Since both A× and π∗
yA act by taking products (with A and yA, respectively)
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there is a factorization π∗
yA ◦ y

∼= yA ◦A×:

π∗
yA(yC) =

yC × yA

��

yA

∼=

y(C ×A)

��

yA

= yA




C ×A

��

A


 = yA(A

×(C)).

Now suppose α is a natural automorphism of π∗
yA. Since π

∗
yA factors through

A× while yA is full and faithful, the components of α descend uniquely to an

automorphism of A×:

Sh(E) //

xα
π∗
yA

// Sh(E/A) ≃ Sh(E)/yA

E

y

OO

//

xα0

A×

// E/A

y

OO

Thus restriction along y defines a map Aut(π∗
yA) → Aut(A×); since the group

action in either case is defined by composition, this is obviously a group homo-

morphism.

Now we must show that the map α 7→ α0 is invertible. To see this, fix a

sheaf E ∈ Sh(C) and represent it as a colimit E ∼= lim
−→j

yBj . If β is a natural

automorphism of A× this gives us a family of automorphisms βj : Bj × A ∼=

Bj × A. By naturality these isos commute with the colimit presentation E,

inducing an automorphism βE : E × yA ∼= E × yA:

y(Bj ×A) //

yβj

��

y(Bj′ ×A)

yβj′

��

// E × yA

βE

��
✤
✤
✤

y(Bj ×A) // y(Bj′ ×A) // E × yA.

Using the fact that βE is uniquely determined from β, it is easy to show that

these two maps are mutually inverse.
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Corollary 4.3.3. If E is a pretopos, the isotropy group of Sh(E) can be defined

directly from E:

Z(A) ∼= Aut(A×) =



α

∣∣∣∣ E
A×

''

A×

77

∼=

α E/A





Proof. This follows immediately from the lemma, given that the coherent topol-

ogy is subcanonical and pretoposes are closed under products.

As with any sheaf, we may represent Z as a fibration over E and its descrip-

tion in this context is particularly nice. On one hand, we have the codomain

fibration E2, whose fiber over A is exactly the slice category E /A. On the

other, the constant fibration ∆ E ∼= E ×E has E for each fiber. There is also

a canonical fibered functor T : ∆ E → E2, the transpose of the identity func-

tor E → Γ E2 ∼= E . The component of T at A is exactly A×, so the corollary

says precisely that (the Grothendieck construction applied to) Z is the group of

(fibered) natural automorphisms of T :

Z ∼= AutE(T : ∆ E −→

x

E2).

Definition 4.3.4. Fix an E-modelM . We say that an automorphism α :M ∼=M

is (parameter-)definable if for every (basic) sort B there is an object AB, an

element a ∈ AMB and a formula σ(y, y′, x) (where x : A and y, y′ : B) such that

α(b) = b′⇐⇒M |= σ(b, b′, a).

Definition 4.3.5. We say that a family of formulas {σB(y, y′, x)} (where x : A

is fixed and y, y′ : B, range over all (basic) sorts B) is an A-definable auto-

morphism if for every model M and every element a ∈ AM the parameterized

formulas σB(y, y
′, a) yield a parameter-definable automorphism.

Given a modelM , we say that a family of parameterized formulas {σB(y, y′, aB)}

in Diag(M) is an M -definable automorphism if for every homomorphism h :
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M → N parameterized formulas σB(y, y
′, h(aB)) yield a parameter-definable

automorphism of N .

Lemma 4.3.6. The family {σB(y, y′, x)} is an A-definable automorphism just

in case E proves the following sequents:

⊢
x,y
∃y′.σB(y, y′, x) σB(y, y

′, x) ∧ σB(y, y′′, x) ⊢
x,y,y′,y′′

y′ = y′′

⊢
x,y′
∃y.σB(y, y′, x) σB(y, y

′′, x) ∧ σB(y′, y′′, x) ⊢
x,y,y′,y′′

y = y′

σB(y, y
′, x) ∧R(y) ⊢

x,y,y′
R(y′) σB(y, y

′, x) ⊢
x,y,y′

σC(f(y), f(y
′), x)

Proof. This is immediate from completeness. The sequents on the first line

specify functionality y 7→ y′; the second line specifies invertibility. The third

line (where I have simplified by assuming that R and f are unary) says that the

family of maps defined by σB respects the basic functions and relations, ensuring

that the bijection is a model homomorphism and hence an automorphism.

A good example to keep in mind is conjugation of groups. The classify-

ing pretopos EGrp contains an object U which represents the underlying set;

for any group G : EGrp → Sets we have UG = |G|. Because the theory of

groups is single-sorted, U is the only basic sort. Conjugation is a U -definable

automorphism with a defining formula

σU (y, y
′, x)⇐⇒ y′ = xyx−1.

The next lemma shows that this exactly corresponds to a natural automorphism

EGrp −→

x

EGrp /U .

Lemma 4.3.7. For each A ∈ E, the isotropy group Z(A) is isomorphic to the

family of A-definable automorphisms in E .

Proof. Recall that E/A, regarded as a logical theory, represents the original

theory E extended by a single constant ca : A. Given a model 〈M,a〉 of the
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extended theory and a natural automorphism α : E −→

x

E /A, composition

induces a model automorphism M ·
a
α :M ∼=M

E/A
〈M,a〉

''PP
PPP

PPP
PPP

P

E

OO

x

α

OO

//

x

M ·
a
α

Sets

The fact that each component (M ·
a
α)B : BM ∼= BM is the image of a map

in E/A means that there is a formula σB(y, y
′, x) (where x : A and y, y′ : B)

such that

(M ·
a
α)B(b) = b′⇐⇒M |= σB(b, b

′, a).

This is precisely an E-definable automorphism depending on a parameter x : A.

On the other hand, suppose that we have a family of formulas {σB(y, y′, x)}

ranging over the (basic) sorts of E and which define an E-definable automorphism

(parameterized by variable x : A). By naturality, we are forced to set

σB×C(〈y, z〉, 〈y
′, z′〉, x) = σB(y, y

′, x) ∧ σC(z, z
′, x),

B ×A

σB

��

B × C ×A //oo

∃!σB×C=σB∧σC

��

C ×A

σC

��

B B × Coo // C

In much the same way, there is a unique extension of σ to any pullback, coprod-

uct or quotient.

Because these maps are assumed to define an E-model automorphism they

respect basic relations and this allows us to define a restriction σR for any basic

relation R ≤ B (which, for simplicty, we take to be unary)

σR(y, y
′, x) = σB(y, y

′, x) ∧R(y) ∧R(y′).

Similarly, respect for basic functions f(y) = z allows us to preserve naturality:

R×A // //

σR

��
✤
✤
✤ B ×A

σB

��

B ×A
f×A

//

σB

��

C ×A

σC

��

R // // B B
f

// C.
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This shows that any A-definable automorphism can be extended to a natural

automorphism E −→

x

E/A. Using the uniqueness of the extension of σ from basic

sorts to products, coproducts, etc., one easily shows that these constructions are

mutually inverse.

In order to connect the isotropy group with our structure sheaves, we use

the description of Z in terms of fibrations given in corollary 4.3.3. We can

strictify this map and transport it across the equivalence Sh(E) ≃ Sheq(ME),

just as we did for the structure sheaf in chapter 3, section 1. However, the

constant fibration ∆ E = E ×E is already a sheaf (over E), so it is uneffected

by strictification. Transporting it across the equivalence sends it to another

constant sheaf over M (also denoted ∆ E). Alternatively, we can think of τ

as the transpose of the identity functor E → E ≃ ΓOE under the adjunction

∆ ⊣ Γ.

E2

��

∆ E
T //

T

77♦♦♦♦♦♦♦♦♦♦♦♦♦♦

p2
  ❅

❅❅
❅❅

❅❅
❅❅

E2

cod
��⑧⑧
⑧⑧
⑧⑧
⑧⑧

✤ //

Sheq(M)→Sh(E)

∆ E
τ //

""❉
❉❉

❉❉
❉❉

❉❉
OE

}}④④
④④
④④
④④

E ME

Proposition 4.3.8. The equivalence Sh(E) ≃ Sheq(ME) identifies the isotropy

group Z with the group of automorphisms of τ .

Proof. We already know that Z is equivalent to the (internal) group of fibered

automorphisms of T . Strictification is a pointwise equivalence of categories, so

any fibered automorphism of T lifts uniquely to T . Similarly, the equivalence

Sh(E) ≃ Sheq(ME) preserves natural automorphisms of (strict) internal cate-

gories, leaving us with the following isomorphisms (modulo the Grothendieck

construction, applied to Z)

Z ∼= Aut(T ) ∼= Aut
(
T
)
∼= Aut(τ).

131



This shows that the isotropy group can be defined directly from our structure

sheaf. This also provides an immediate calculation of the stalks of Z.

Corollary 4.3.9. Given an E-model M , the stalk ZM is the group of M -

definable automorphisms from definition 4.3.5.

Proof. The argument follows the same lines as lemma 4.3.7. One can define the

natural automorphism group of an internal functor using only finite limits, so it

is preserved when passing to the stalks. This means that we can use the stalks

of τ : ∆ E → OE to compute ZM :

ZM ∼= Aut
(
τ : ∆ E −→

x

OE

)
M

∼= Aut
(
τM : (∆ E)M → (OE)M

)

The stalk of OE at M is the complete diagram of M (lemma 3.2.4) and the

stalk of τ is the canonical inclusion ⊤ : E → Diag(M). If α is a natural auto-

morphism of this inclusion, then its components are isomorphisms in Diag(M),

and these are all parameter-definable maps. In particular, for every B ∈ E we

have a formula σB(y, y
′, aB) for some sort AB ∈ E and some element ab ∈ AMB .

Remember that Diag(M) classifies homomorphisms h : M → N . If H

classifies a homomorphism h :M → N , then N is reduct of H ◦ ⊤:

Diag(M)

h:M→N

((PP
PPP

PPP
PPP

PPP

E

⊤

OO

N
// S

This tells us that for any homomorphism h, the formulasH(αB) = σB(y, y
′, h(aB))

induce and automorphism of N . Thus the family αB = σB(y, y
′, aB) is precisely

an M -definable automorphism.

On the other hand, if {σB(y, y′, aB)} is an M -definable automorphism, then

completeness (relative to homomorphisms M → N) ensures that Diag(M)
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proves that these parameterized formulas define isomorphisms ⊤(B) ∼= ⊤(B).

Similarly, these automorphisms are natural in B because the naturality condi-

tions are satisfied in every Diag(M) model: a model automorphism N ∼= N is a

exactly a natural transformation E

N
%%

N

99

∼=

S .

Thus every stalk automorphism α ∈ ZM defines an M -definable automor-

phism and vice versa, and these constructions are mutally inverse. In either

case, the group multiplication is interpreted by composition so these are ob-

viously group homomorphisms, proving that ZM ∼= Aut(τM ) is the group of

M -definable automorphisms.

Corollary 4.3.10. To every coherent or classical first-order logical theory T we

can associate an equivariant sheaf of groups ZT over the spectral groupoid MT

such that, for every labelled model µ ∈ MT, the stalk of ZT is a normal subgroup

of Aut(Mµ). Moreover, this subgroup does not depend on the labelling of µ.

Proof. This follows almost immediately from the previous corollary by taking ZT

to be the isotropy group of the classifying topos of T. Because ZT is equivariant,

it cannot depend on the labelling of µ. The only thing we must check is that the

group of Mµ-definable automorphisms is normal. If α : Mµ
∼= Mµ is definable

then, for every basic sort A ∈ T there is a formula σ(x, x′, y) (in context A ×

A×B) and an element b ∈ Bµ such that

αA(a) = a′⇐⇒Mµ |= σ(a, a′, b).

If β is any other automorphism ofMµ, let γ = β−1 ◦α◦β. Then the component

of γ at A is given by

γA(a) = a′⇐⇒α(β(a)) = β(a′)⇐⇒Mµ |= σ(β(a), β(a′), β(b)).

Since β is an automorphism, γA(a) = a′ if and only if γA(β
−1(a)) = β−1(a′)

and therefore γ is definable by the formula σ(x, x′, β(b)). Since any conjugate
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of an Mµ-definable automorphism is again Mµ-definable, these form a normal

subgroup.

4.4 Conceptual Completeness

Makkai & Reyes’ theorem of conceptual completeness [27] says roughly that

a pretopos E is determined up to equivalence by its category of models M :

E → Sets. More specifically, recall (cf. prop 3.3.1) that the reduct of an F -

model N : F → Sets along an interpretation I : E → F is the composite

I∗N : E → F → Sets. This induces a functor I∗ : Mod(F) → Mod(E) and

conceptual completeness says the following:

Theorem 4.4.1 (Conceptual Completeness, Makkai & Reyes, [27]). A pretopos

functor I : E → F is an equivalence of categories if and only if the reduct functor

I∗ : Mod(F)→Mod(E) is an equivalence of categories.

The left-to-right direction of conceptual completeness is immediate; if E ′ ≃ E

is an equivalence, then one easily shows that precomposition E ′ ≃ E
M
−→ Sets

induces an equivalence Mod(E) ≃Mod(E ′). The real argument is in the proof

of the converse.

Note that the analogous theorem for schemes is immediate: if the induced

map 〈I♭, I
♯〉 : Spec(F)

∼
−→ Spec(E) is an equivalence of affine schemes, then

the global sections ΓeqI
♯ : E → F is necessarily an equivalence of pretoposes.

However, we can mine the Makkai & Reyes proof of conceptual completeness in

order to establish a sort of Galois theory at the level of spectral groupoids.

Their proof has the following structure (where e.s.o means essentially sur-

jective on objects):
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(i) I∗ e.s.o. ⇒ I faithful.

(ii) I∗ e.s.o. + full ⇒ I full on subobjects.

(iii) I∗ an equivalence ⇒ I subcovering.

(iv) I full on subs + faithful ⇒ I full.

(v) I subcovering + full on subs + faithful ⇒ I e.s.o.

There is clearly an element of duality in this proof, matching “surjectiv-

ity” conditions with “injectivity” conditions, but it is obscured by additional

conditions in (ii) & (iii). In this section we will refactor the existing proof in or-

der to give biconditional statements for (i)-(iii). We also provide another set of

equivalent conditions relating syntactic properties of I to topological/groupoidal

properties of the spectral dual I♭.

Our main theorem is below (with definitions to follow). We will prove each

of the statements (a), (b) and (c) in turn.

Theorem 4.4.2. Given a pretopos functor I : E → F with a reduct functor

I∗ : Mod(F) → Mod(E) and spectral dual I♭ : Spec(F) → Spec(E) the items

in each row of the following table are equivalent:

Syntactic Semantic Spectral

(a) I is conservative I∗ is supercovering I♭ is superdense

(b) I is full on subs I∗ stabilizes subobjects I♭ separates subgroupoids

(c) I is subcovering I∗ is faithful I♭ is non-folding

A central ingredient in our proof with be the so-called local scheme of Spec(E)

at µ. Recall that, for an element of an affine scheme µ ∈ Spec(E), the stalk of the

structure sheaf OE at µ is equivalent to the (syntactic pretopos of) the Henkin

diagram of the model Mµ (denoted Diag(µ), cf. lemma 3.2.4). Accordingly, for

any scheme X and any point x ∈ X , we let Diag(x) denote the stalk of OX at

x.
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Definition 4.4.3. Given a logical scheme X and a point x ∈ X , the local

scheme of X at x (which we denote X x) is the affine scheme which is dual to

the pretopos Diag(x).

The local scheme has a canonical projection πx : X x → X . This can be

defined by choosing an affine neighborhood U ≃ Spec(E) containing x, so that

x = µ is a labelled E-model. Then the projection πx is dual to the canonical

interpretation E → Diag(µ). Here a model of Diag(µ) corresponds to E-model

homomorphisms h : µ → µ′, and πx sends h 7→ µ′. One can easily check that

this definition does not depend on the choice of U .

Definition 4.4.4. Given a scheme morphism J : Y → X , the blowup of Y at

x is the pullback

Blx(Y)
❴✤

//

Jx

��

Y

J

��

X x πx

// X .

We say that Y is consistent near x if the blowup of Y at x is not the empty

scheme.

Lemma 4.4.5. Fix an interpretation I : E → F .

• For any object A ∈ E there is a canonical functor IA : E/A → F/IA and

this is the pushout of I along A× : E → E/A.

• Any localization t : E → EL defines a new localization It : F → FIL.

There is a canonical functor IL : EL → FIL and this is the pushout of I

along t.

E
A×

//

I

��

E/A

IA

��

E
t //

I

��

EL

IL

��

F
IA×

// F/IA

❴✤

F
It

// FIL .

❴✤
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Proof. First consider the pushout P = F ⊕
E
E/A. By the universal property of

the pushout, a model of P is a pair 〈N, 〈M,a〉〉 where (i) N is an F -model and

(ii) 〈M,a0〉 is an E-model together with an element a0 ∈ AM such that (iii)

M = I∗N . Since IAN = AI
∗N = AM , this is exactly the same as a pair 〈N, a1〉

where N is an F -model and a1 ∈ IAN . Such pairs 〈N, a1〉 are classified by the

slice category F/IA which therefore has the appropriate universal property for

the pushout F/IA ≃ F ⊕
E
E/A.

Now suppose that EL ≃ lim
−→l∈L

E/Al is a localization of E . Using I, we define

a new localization FIL ≃ lim
−→l∈L

F/IAl. The universal property of the colimit

EL induces a map IL : EL → FIL as in the diagram below. In order to see that

the outer square is a pushout we apply the previous paragraph together with

commutation of colimits:

FIL ≃ lim
−→L

F/IAl

≃ lim
−→L

(
F ⊕

E
E/Al

)

≃ F ⊕
E

(
lim
−→L

E/Al
)

≃ F ⊕
E
EL .

E
t //

A×

l
''❖❖

❖❖❖
❖❖❖

❖❖❖

I

��

EL

IL

��
✤
✤
✤
✤
✤
✤
✤
✤
✤

E/Al

tl

66♥♥♥♥♥♥♥♥♥♥♥

IAl
��

F/IAl
Itl

((PP
PPP

PPP
P

F
It

//

IA×

l
77♦♦♦♦♦♦♦♦♦♦

FIL

Lemma 4.4.6. If IL : EL → FIL is the pushout of a conservative functor

I : E → F along a localization t : E → EL, then IL is again conservative.

Proof. First notice that for any object A ∈ E , the pushout IA : E/A→ F/IA is

again conservative. By lemma 2.2.1 it is enough to check that IA is injective on

subobjects. Since a subobject in the slice category E/A is just an object E → A

together with a subobject R ≤ E in E , we obviously have

InF InF/IA

IR � IE ⇐⇒
IR �

##●●
IE
{{✇✇

IA

Thus I is conservative if and only if IA is.
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Now suppose that we have a map s : R→ E in EL which has a representative

sl : Rl → El in one of the slice categories E/Al. As discussed in lemma 2.3.3,

s is monic if and only if sl is “eventually monic”: there is a map f : Al′ → Al

in the localization L such that f∗sl : f
∗Rl ֌ f∗El is monic in E/Al′ . In just

the same sense, s is an isomorphism just in case sl is eventually an iso in some

further slice category E/Al′′ .

This means that R � E is a proper subobject in EL just in case, for ev-

ery map f : Al′ → Al in L, the pullback f∗Rl � f∗El is again proper. By

the previous observation each of the maps IAl′
is conservative, so the images

If∗(Rl) � If∗(El) in F/IAl′ are also proper. These are representatives of the

image of R under IL and, since these representatives are not eventually iso,

IL(R) � IL(E) is a proper subobject in FIL. Thus IL is injective on subobjects

and therefore conservative.

Corollary 4.4.7. Given a scheme morphism J : Y → X and a point x ∈ X , Y

is consistent near x if and only if there is a point y ∈ Y such that x ∈ Jy.

Proof. Without loss of generality we may replace X by an affine neighborhood

x ∈ U ≃ Spec(E); in particular, we may think of x as a labelled E-model Mx.

The blowup of Y at x is a pullback in L-Sch and, by theorem 3.5.4, this is

computed (locally) as a pushout in Ptop:

Blx(Y)
❴✤

//

��

⊕
i Spec(F i) ≃ Y

J

��

F i⊕
E
Diag(x)

❴✤
F ioo

X x πx

// X Diag(x)

OO

E
too

ΓJi

OO

In particular, Blx(Y) is non-empty just in case one of these pushouts is a

consistent theory. A model for one of these pushouts consists of a model N |= F i

together with a homomorphism h :Mx → (ΓJi)
∗N . Let ν denote a labelling on

N such that, whenever k is defined at µ, h(µ(k)) = ν(k). This labelled model
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ν corresponds to a point y ∈ Y, and J(y) = (ΓJi)
∗ν. According to proposition

1.1.7, µ belongs to the closure of (ΓJi)
∗ν, so x ∈ Jy as asserted.

4.4.8 Proof of (a)

Näıvely we expect that the semantic property which is dual to conservativity

should bear a family resemblence to essential surjectivity. However, the follow-

ing example shows that conservative interpretations do not, in general, induce

essentially surjective reducts.

Consider the (single-sorted) theories of countably-many and continuum-

many distinct constants, respectively:

E = Ptop{ai = aj ⊢ ⊥ | i 6= j ∈ ω}.

F = Ptop{ai = aj ⊢ ⊥|i 6= j ∈ 2ω}.

Any countable subset of S ⊂ 2ω induces an interpretation IS : E → F . I∗S

sends each F -model N to its reduct N ↾S; this is the forgetful functor which

omits constants outside of S. It is easy to check that IS is conservative, but it

cannot possibly be essentially surjective: there are no countable models of F .

However, the following weaker property holds:

Definition 4.4.9. Given an interpretation I : E → F we call the reduct functor

I∗ : Mod(F) → Mod(E) supercovering if for any E-model M , any element

a ∈ AM and any R ֌ A with a 6∈ RM , there exists a F-model N and a

homomorphism h :M → I∗N such that h(a) 6∈ RI
∗N .

As noted above (cf. proposition 1.1.7), one labelled model belongs to the

closure of another, µ ∈ µ′ ⊆ Spec(E), just in case every label defined at µ is also

defined at µ′ and the inclusionKµ ⊆ Kµ′ induces a model homomorphismMµ →

M ′
µ. Using this we can tranlate semantic conditions about homomorphisms into

spectral conditions on the topological groupoid Spec(E).
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Definition 4.4.10. We say that a map of logical schemes J : Y → X is su-

perdense if for any open subgroupoid U ⊆ Spec(E) and any full and open sub-

groupoid V ⊆ U , whenever µ ∈ U −V there exists ν ∈ I−1
♭ (U) − I−1

♭ (V) such

that µ ∈ I♭µ.

Proposition 4.4.11. The following are equivalent:

(i) I : E → F is conservative.

(ii) I∗ is supercovering.

(iii) I♭ is superdense.

Proof. We proceed by showing that (i)⇒(ii)⇒(iii)⇒(i).

(i)⇒(ii). Consider the following pushout;

E

I

��

// E/A

IA

��

ã // Diag(M)

IM

��

F // F/IA
c̃a

// FM

❴✤

We can describe FM syntactically as follows: we extend F by a constant ca :

IA for each element a ∈ AM and an axiom ⊢ Iϕ(ca) whenever M |= ϕ(a).

This is the theory of an F -model N together with an E-model homomorphism

h :M → I∗N .

Now fix an element a ∈ AM such that a 6∈ RM . In order to show that I∗ is

supercovering we must find an F -model N and a homomorphism h :M → I∗N

such that h(a) 6∈ RI
∗N . Thinking of the pair H = 〈N, h〉 as a model for FM ,

h(a) = cHa , so it will be enough to show that FM may be consistently extended

by the axiom IR(ca) ⊢ ⊥ or, equivalently, that IR(ca) is not derivable in FM .

By assumption a does not belong to RM , so we know that Diag(M) 6⊢

R(ca). According to lemma 4.4.6, the pushout of a conservative functor along a

localization is again conservative. Since IR(ca) = IM (R(ca)), this tells us that

FM 6⊢ IR(ca).
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(ii)⇒(iii). Now suppose that I∗ is supercovering, that U is an open subgroupoid

of Spec(E) with a full and open subgroupoid V ⊆ U , and that µ ∈ U −V. We

must find ν ∈ I−1
♭ (U)− I−1

♭ (V) such that µ ∈ I♭µ.

According to lemma 3.4.1, we may replace U by a smaller affine subgroupoid

Uk ≃ Spec(E/A) for some object A ∈ E . By lemma 3.4.1, a full and open

subgroupoid V ⊆ Uk must have the form
⋃
i VRi(k) for some set of subobjects

Ri ≤ A. To say that µ ∈ Uk −V means that the underlying model Mµ contains

an element a = µ(k) ∈ Aµ such that a 6∈ Rµi for every i.

Let R∗ = Ri1 ∨ . . . ∨Rin denote an arbitrary finite join of these subobjects.

Since I∗ is supercovering, we may find an F -model N with a homomorphism

h : M → I∗N such that N 6|= IR∗(h(a)). This tells us that the following

pushout theory P∗ is consistent; by compactness, the aggregate theory PV is

also consistent:

E/A //

��

F/IA //

��

F/¬IR∗ //

��

. . . // F/{¬IRi}

��

Diag(µ) // Fµ // P∗ // . . . // PV

Therefore, we have an F -model N and a homomorphism h : M → I∗N

such that N 6|= IRi(h(a)) for every index i. By the downward Lowenheim-

Skolem theorem, we may assume that N is κ-small; let ν denote a labelling

of N such that, for each label l defined at µ, h(µ(l)) = ν(l). In particular,

ν(k) = h(a) 6∈ Rνi for any index i, so ν 6∈ V . This gives us a labelled model

ν ∈ I−1
♭ (U) − I−1

♭ (V) which, according to proposition 1.1.7, belongs to the

closure I♭ν. Therefore, I♭ is superdense.

(iii)⇒(i). We suppose that I♭ is superdense and that R � A is a proper

subobject in E . We must show that IR is proper in F , so that I is a conservative

functor. Let k denote a parameter of type A; set U = Vk and V = VR(k) (cf.

section 3.4). Since R is proper, we can find a labelled model µ ∈ U such that
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µ(k) 6∈ Rν (and hence µ 6∈ VR(k)). Because I♭ is superdense we can find a

labelled F -model ν such that ν 6∈ I−1
♭ (V).

But I−1
♭ (VR(k)) = VIR(k), so ν(k) 6∈ IRν . The element ν(k) is a witness

demonstrating that IR � IA, so I is conservative.

4.4.12 Proof of (b)

Suppose that A ∈ E and S ≤ IA ∈ F , so that for any F -model N ,

SN ⊆ IAN = AI
∗N .

Therefore, if we have N0, N1 ∈Mod(F) and an E-homomorphism h : I∗N0 →

I∗N1 we can compare SN1 to the image hA(S
N0).

Definition 4.4.13. Given I : E → F we say that I∗ stabilizes a subobject

S ≤ IA if

hA
(
SN0

)
⊆ SN

1

⊆ AI
∗N1

for any h : I∗N0 → I∗N1. I
∗ stabilizes (all) subobjects if for any A ∈ E and

S ≤ IA ∈ F , I∗ stabilizes S.

As above, we can then translate this into a condition on the spectral topol-

ogy:

Definition 4.4.14. Given a map of logical schemes J : Y → X we say that J

separates (full & open) subgroupoids if for any open U ⊆ X , any full and open

V ⊆ J−1(U) and for any points y0 ∈ V and y1 ∈ J−1(U)

y0 ∈ y1 ⇒ y1 ∈ V .

Proposition 4.4.15. The following are equivalent:

(i) I : E → F is full on subobjects.

(ii) I∗ stabilizes subobjects.
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(iii) I♭ separates subgroupoids.

Proof. We proceed by showing that (i)⇒(iii)⇒(ii)⇒(i).

(i)⇒(iii). Suppose that, as in definition 4.4.14 above, we have an open sub-

groupoid U ⊆ Spec(E), a full and open subgroupoid V ⊆ I−1
♭ (U) and two

labelled models ν0 ∈ V and ν1 ∈ I
−1
♭ (U). We must show that ν1 ∈ V as well.

As in the previous proposition we can replace U by a smaller affine neigh-

borhood Uk ≃ Spec(E/A) for some object A ∈ E . The inverse image I−1
♭ (Uk)

is equivalent to Spec(F/IA) and a full and open subgroupoid of this must have

the form V =
⋃
i VSi(k) for some collection of subobjects S ≤ IA.

This means that for some index i, ν0(k) ∈ S
ν0
i . By assumption I is full on

subobjects, so Si ∼= IRi and I♭(ν0) ∈ VRi(k). Since I♭(ν0) belongs to the closure

I♭(ν1) it follows that I♭(ν1) ∈ VRi(k) as well. But then

ν1 ∈ I
−1
♭ (VRi(k)) = VSi(k) ⊆ V .

This demonstrates that I♭ separates subgroupoids.

(iii)⇒(ii). Fix an arbitrary subobject S ≤ IA and and suppose that N0 and

N1 are F -models, h : I∗N0 → I∗N1 and that a ∈ SN0 . We must show that

h(a) ∈ SN1 .

By the downward Lowenheim-Skolem theorem, we may find κ-small sub-

models N ′
0 ⊆ N0 and N ′

1 ⊆ N1 such that a ∈ N ′
0 and h ↾ I∗N ′

0 factors through

I∗N ′
1:

I∗N0
h // I∗N1

I∗N ′
0

⊆

//❴❴❴ I∗N ′
1

⊆

Now extend these submodels to labelled models ν0 and ν1 in such a way that

h(ν0(k)) = ν1(k) whenever k is defined at I♭(ν0). This ensures that I♭(ν0) ∈

I♭(ν1). Now ν1 belongs to the open subgroupoid I−1
♭ (Uk) and ν0 belongs to the

full and open subgroupoid VS(k) (since ν0(k) = a ∈ Sν0 .
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Now we may apply the assumption that I♭ separates subgroupoids to con-

clude that ν1 ∈ VS(k). Therefore

ν1(k) = h(ν0(k)) = h(a) ∈ Sν1

or, in other words, h(a) ∈ SN
′
1 ⊆ SN1. Thus any E-model homomorphism

h : I∗N0 → I∗N1 between reducts stabilizes an arbitrary subobject S ≤ IA, so

I∗ stabilizes all subobjects.

(ii)⇒(i). Fix an arbitrary subobject S ≤ IA and let

Γ = {R ≤ A | IR ≤ S}.

We will show that for every F -model N and every element a ∈ SN there is a

some formula R ∈ Γ such that a ∈ IRN . This means that we can represent S

as a join1

S =
∨

R∈Γ

IR.

Since S is compact, this reduces to a finite join, whence S ∼= I(R1 ∨ . . . ∨ Rn)

belongs to the essential image of I.

We are left to show that ever S-element satisfies some formula in Γ, so fix

an F -model N and an element a ∈ SN . Consider the pushout

E
A×

//

2

��

E/A
a //

��

Diag(I∗N)

��

F
IA×

// F/IA
ca

// FI∗N

This is the theory of pairs H = 〈N ′, h〉 where N ′ is another F-model and h is

an E-model homomorphism I∗N → I∗N ′. By assumption I∗ stabilizes S, so

we must have h(a) = cHa ∈ S
N ′

. It follows by completeness, that is provable:

FI∗N ⊢ S(ca).

1To be more precise, as F does not have infinite joins, we should think of this as a statement

about representable functors in Sh(F).
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We have the following syntactic description of FI∗N : we extend F by a

constant cb : IB for each element b ∈ IBN and an axiom ⊢ Iϕ(cb) whenever

M |= ϕ(b). Given this description, compactness implies that the derivation

FI∗N ⊢ S(ca) can only involve finitely many axioms {Iϕi(ca, cbi)} coming from

Diag(I∗N).2 We might say that, aside from these axioms, the remainder of the

derivation takes place in F .

Formally, this means that after extending F by the constants ca and cbi the

following sequent is provable

∧

i

Iϕi(ca, cbi) ⊢ S(ca).

This is a (closed) sequent in the slice category F/(IA × IB). Moreover, the

constants cbi only appear on the left of the turnstile, so we are free to replace

them by an existential quantifier.

If we let y = 〈yi〉 and ǫ(x) = ∃y.
∧
i ϕi(x, yi) this gives us the following

deduction:

⊢ S(ca) inFI∗N

∃bi ∈ BI
∗N
i andϕi ≤ A×Bi

∧
i Iϕi(ca, cbi) ⊢ S(ca) inF/(IA× IB)

∃ǫ ≤ IA

Iǫ(ca) ⊢ S(ca) inF/A

∃ǫ ≤ IA

Iǫ(x) ⊢
x:A

S(x) inF .

On one hand, the last sequent tells us that ǫ ∈ Γ. On the other hand,

b = 〈bi〉 gives us an existential witness to the fact that N |= Iǫ(a). This shows

that every S-element satisfies some formula in Γ, completing the proof.

2Without loss of generality we have weakened each of these axioms to include the constant

ca.
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4.4.16 Proof of (c)

Recall from definition 2.1.5 that a pretopos functor I : E → F is subcovering

if for every object B ∈ F there is an object A ∈ E , a subobject S ≤ IA and

an epimorphism (necessarily regular) σ : S ։ B. To say that I is subcovering

means, roughly, that E and F have the same basic sorts; more precisely, the

basic sorts of F are definable (in F) from the images of the basic sorts of E .

Classically, an F -model homomorphism f : N → N ′ consists of a family of

functions fB : BN → BN
′

ranging over the basic sorts of F which preserve the

basic functions and relations. In particular, two homomorphisms are equal just

in case they agree on the basic sorts. From this it is obvious that when E and F

share the same basic sorts, the reduct functor I∗ : Mod(F) → Mod(E) must

be faithful. The same holds when I is subcovering.

Below we will show that the converse is also true: if I∗ is faithful then I must

be subcovering. We must also translate this into a spectral condition. We have

already seen that statements about model homomorphisms can be recast into

statements about the closure of points: an inclusion µ0 ∈ µ1 induces a canonical

model homomorphism between their underlying models M0 →M1. However, it

is not immediately obvious how to talk about parallel homomorphisms M0 ⇒

M1.

The trick is to replace M0 by an isomorphism M0
∼= M ′

0 and the parallel

arrows by a noncommuting diagram

M0

��

∼

×

M ′
0

��

M1 M1

According to proposition 1.4 this can be rephrased in terms of isomorphisms in

the spectral groupoid.

Definition 4.4.17. Suppose that J : Y → X is a morphism of schemes. We say

that J is non-folding if for any two isomorphisms α : ν0 ∼= ν′0 and β : ν1 ∼= ν′1
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such that ν0 ∈ ν1 and ν′0 ∈ ν
′
1

J(α) ∈ J(β)⇐⇒α ∈ β.

Of course continuous functions preserve closure, so α ∈ β automatically

implies that J(α) ∈ J(β). To see that a map is non-folding it suffices to check

the right-to-left direction.

Proposition 4.4.18. The following are equivalent:

(i) I : E → F is subcovering.

(ii) I∗ faithful.

(iii) I♭ is non-folding.

Proof. We proceed by showing that (i)⇒(iii)⇒(ii)⇒(i).

(i)⇒(iii). Suppose that α : ν0 ∼= ν′0 and β : ν1 ∼= ν′1 are labelled F -models as

in definition 4.4.17. Let h, h′ denote the F -model homomorphisms induced by

the inclusions ν0 ∈ ν1 and ν′0 ∈ ν
′
1. According to proposition 1.4, α ∈ β if and

only if the following diagram commutes, where Ni (resp. N
′
i) is the underlying

model of νi (resp. ν
′
i)

N1
β

// N ′
1

N0

h

OO

α
// N ′

0.

h′

OO

By assumption I is subcovering so, for each object B ∈ F there is an object

A ∈ E and a subquotient IA ≥ S
q
։. Since q is an epimorphism we have

(
βB ◦ hB = h′B ◦ αB

)
⇐⇒

(
βB ◦ hB ◦ q

N0 = h′B ◦ αB ◦ q
N0
)
.
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As displayed in the following diagram, the naturality of h, h′, α and β ensures

that this is equivalent to the equation qN
′
1 ◦ βS ◦ hS = qN

′
1 ◦ h′S ◦ αS :

SN1

qN1 "" ""❊
❊❊

❊❊
❊❊

❊
βS // SN1

qN
′
1||||②②

②②
②②
②②

BN1
βB // BN

′
1

BN0
αB

//

hB

OO

BN
′
0

h′
B

OO

SN0

hS

OO

qN0

<< <<②②②②②②②②

αS

// SN
′
0

h′
S

OO

qN
′
0

bbbb❊❊❊❊❊❊❊❊

Clearly this can hold just in case βS ◦ hS = ◦h′S ◦ αS .

Now suppose that I♭(α) ∈ I♭(β). This tells us that the following diagram of

E-models commutes:

I∗N1
I∗β

// I∗N ′
1

I∗N0
I∗α

//

I∗h

OO

I∗N ′
0

I∗h′

OO

In particular, I∗βA ◦ I∗hA = I∗h′A ◦ I
∗αA.

Since S is a subobject of IA and IAN0 = AI
∗N0 , it follows that βS ◦ hS =

◦h′S ◦ αS . Hence α belongs to the closure of β and I♭ is non-folding.

(iii)⇒(ii). We must show that when I♭ is non-folding the reduct functor

I∗ : Mod(F)→Mod(E) is faithful, so suppose that we have distinct F -model

homomorphisms g′, h′ : N ′
0 ⇒ N ′

1. By the downward Lowenheim-Skolem the-

orem we can find a κ-small submodel N0 ⊆ N ′
0 such that g′ ↾ N0 6= h′ ↾ N0.

Similarly, we can find a κ-small submodel N1 ⊆ N ′
1 such that both of these

restrictions factor through N1; call the resulting factorizations g and h:

N ′
0

g′
//

h′

// N
′
1

N0

⊆ g
//

h
// N

′
1

⊆
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Fix a labelled model ν1 whose underlying model is N1. In addition, choose

two labellings ν0 and ν′0 on N0 such that whenever k or l is defined we have

g(ν0(k)) = ν1(k) or h(ν′0(l)) = ν1(l). This ensures that ν0, ν
′
0 ∈ ν1. Moreover,

the identity on N0 induces an isomorphism of labelled models α : ν0 ∼= ν′0; the

fact that g 6= h tells us that α does not belong to the closure of the identity on

ν1.

Now we can apply the assumption that I♭ is non-folding; this ensures that

I♭(α) 6∈ I♭(1ν1). The inclusion I♭(ν0) ∈ I♭ν1 is induced by the reduct morphism

I∗g : I∗N0 → I∗N1 and similarly for ν′0, while the underlying map of I♭(α) is the

identity on I∗N0, so this tells us that the following diagram does not commute

in Mod(E)

N1

1ν1

×

N1

N0

I∗g

OO

α N0

I∗h

OO

Since g and h are restrictions of g′ and h′ it follows that I∗g′ 6= I∗h′, so I∗ must

be faithful.

(ii)⇒(i). The proof is formally similar to the last argument in part (b). First

fix an object B ∈ F . Given an object A ∈ E , a partial function IA ⇀ B is a

two-place relation σ ≤ IA×B which is provably many-one in F :

σ(x, y) ∧ σ(x, y′) ⊢
y,y′:B
x:IA,

y = y′.

Categorically speaking, ϕ is a partial function just in case the composite ϕ ֌

IA×B → IA is monic.

Now let

Σ = {σ ≤ IA×B | A ∈ E , σ : IA ⇀ B}.

We will show that for every F -model N and every element b ∈ BN there is some

partial function σ ∈ Σ and an element a ∈ IAN such that N |= σ(a, b). It will
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follow that we can express B as a join

B(y) ∼=
∨

σ∈Σ

∃x.σ(x, y).

By compactness we can reduce this to a finite subcover. If we set S(x) =

∃y.σ(x, y), this allows us to represent B as a subquotient of E :

I(A1 + . . . An)

S1 + . . .+ Sn // //

≤

B.

It remains to show that every B-element is the image of an IA element under

some partial function, so fix an F -model N . The first step is to axiomatize the

following data: a second F -model N ′ together with a pair of homomorphisms

g1, g2 : N ⇒ N ′ such I∗g1 = I∗g2. This theory can be presented as the following

iterated pushout:

E //

I

��

Diag(I∗N)

��

F // FI∗N

❴✤
//

��

Diag1(N)

��

Diag2(N) // T

❴✤

T contains two copies of Diag(N) which we distinguish with superscripts;

each element b ∈ BN defines two constants c1b , c
2
b : B and every parameterized

formula ϕ(x, b) ∈ Diag(N) defines two objects ϕ1(x, c1b) and ϕ2(x, c2b). When-

ever N |= ϕ(b) we attach two axioms {⊢ ϕ1(c1b),⊢ ϕ2(c2b)}. Given a model

G |= T we can recover the functions g1 and g2 by setting gi(b) = (cib)
H . Finally,

we ensure that I∗g1 = I∗g2 by adding an axiom ⊢ c1a = c2a for every element

a ∈ IAN ; to simplify notation we will treat these two as a single constant ca.

By assumption I∗ is faithful, so I∗g1 = I∗g2 implies that g1 = g2. By

completeness this must be provable in T : for a fixed element b ∈ B, T ⊢ c1b = c2b .

This derivation must involve only a finite number of the axioms mentioned in
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the last paragraph, say

{⊢ ϕ1
i (cai , c

1
di),⊢ ψ

2
j (caj , c

2
dj )}.

Now we unify these formulas. First, we may throw in some irrelevant as-

sumptions in order to assume that the two sets of formulas {ϕi(zi)} and {ψj(zj)}

are identical. Next, let A =
∏
iAi×

∏
j Aj and D =

∏
iDi×

∏
j Dj and weaken

all of these formulas to a common context A×B ×D.

The remainder of the derivation can proceed in the slice category F/(IA×

B2×D2). As in part (b), we first conjoin the formulas and eliminate constants

to the left of the turnstile. We then replace the remaining closed sequent in

F/(IA×B2) by an open sequent in F (where the formulas ϕ1 = ϕ2 are identified,

though c1b and c2b are not). Letting ǫ(x, y) = ∃z.
∧
i ϕi(x, y, z), this leaves us

with the following series of equivalent statements

⊢ c1b = c2b in T

∃di ∈ DI∗N
i andϕi ≤ IA×B ×Di(∧

i ϕi(ca, c
1
b , c

1
di
)
)
∧
(∧

i ϕi(ca, c
2
b , c

2
di
)
)
⊢ c1b = c2b inF/(IA×B2 ×D2)

∃ǫ ≤ IA×B

ǫ(ca, c
1
b) ∧ ǫ(ca, c

2
b) ⊢ c1b = c2b inF/(IA×B2)

∃ǫ ≤ IA×B

ǫ(x, y1) ∧ ǫ(x, y2) ⊢
y1,y2:B

x:A

y1 = y2 inF .

On one hand, the last sequent tells us that ǫ defines a partial function and

so belongs to Σ. On the other hand, the element d = 〈di〉 gives us an existential

witness to the fact that N |= Iǫ(a, b). This shows that every B-element is

the image of an IA-element under a definable partial function, completing the

proof.
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4.4.19 Conceptual Completeness

With the model-theoretic characterizations of these syntactic properties, we are

in a good position to complete the proof of conceptual completeness.

Proposition 4.4.20. Suppose that I : E → F is a pretopos functor.

• If I is conservative and full on subobjects, then I is full.

• If I is conservative, full on subobjects and subcovering, then I is essentially

surjective.

Proof. For the first claim, suppose that f : IA → IB is a map in F . We can

represent this as a graph Γf ≤ I(A×B). Since I is full on subobjects, there is

a preimage R ≤ A × B such that IR ∼= Γf . To say that f is functional means

that the composite Γf ֌ I(A×B)→ IA is an isomorphism. I is conservative,

so it reflects this isomorphism, giving us an isomorphism R ֌ A × B → A.

That means that R = Γf is a graph in E , and I(f) = f .

For the second, take any object B ∈ F . Since I is subcovering, this can be

represented as a subquotient

IA

S

≤

// // B

Since I is full on subobjects, S ∼= IR lies in the image of I. Now form the kernel

pair K ⇒ IR ։ B. K is a subobject of I(R × R), so K ∼= IL also belongs

to the image of I. As discussed in the proof of proposition 2.2.5, conservative

functors reflect equivalence relations, so the preimage L⇒ R is an equivalence

relation in E . Since pretopos functors preserve quotients, B ∼= I(R/L).

Theorem 4.4.21. A pretopos functor I : E → F is an equivalence of categories

if and only if the reduct functor I∗ : Mod(F) →Mod(E) is an equivalence of

categories.
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Proof. This follows immediately from the previous proposition, together with

theorem 4.4.2. The right-to-left direction is trivial.

As for the converse, suppose I∗ is essentially surjective. Then it is certainly

supercovering: for any E-model M there is an isomorphism h :M
∼
−→ I∗N and

if a 6∈ RM then h(a) 6∈ RI
∗N . Therefore I must be conservative (and hence

faithful by lemma 2.2.1.

If I∗ is full then any morphism h : I∗N0 → I∗N1 has a lift h : N0 → N1

with I∗h = h. For any S ≤ IA ∈ F , this means

hA(S
N0) = (I∗h)A(S

N0) = hIA(S
N0) = hS(S

N0) ⊆ SN1 .

Thus I∗ stabilizes subobjects and I must be full on subobjects.

When I∗ is faithful I is subcovering, and we have just seen that a functor

which is conservative, full on subobjects and subcovering is an equivalence of

categories.

153



Bibliography

[1] Steve Awodey. Logic in Topoi: Functorial Semantics for

Higher-Order Logic. PhD thesis, University of Chicago, 1997.

http://www.andrew.cmu.edu/user/awodey/thesis/thesis.ps.gz.

[2] Steve Awodey. Sheaf representation for topoi. Journal of Pure and Applied

Algebra, 145:107–121, 2000.

[3] Steve Awodey. Category theory, volume 49. Oxford University Press, 2006.

[4] Steve Awodey. Natural models of homotopy type theory. In preparation.

[5] Steve Awodey and Henrik Forssell. First-order logical duality. Annals of

Pure and Applied Logic, 2012.

[6] Denis Bonnay. Logicality and invariance. Bulletin of Symbolic Logic, pages

29–68, 2008.
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