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Chapter 1

Introduction

One of the traditional goals of proof theory has been the development of an “ordinal analysis” for second
order arithmetic. While the name suggests that ordinals are central to this project, this is somewhat
deceptive: ordinals are a side product of an ordinal analysis, which is a rigorous description of the compu-
tational principles which can be proven to terminate in a particular system. The standard technique for
producing an ordinal analysis is the method of cut-elimination invented by Gentzen in his ordinal analysis
of first order arithmetic [37]. The most sophisticated developments of this method, for the subsystem of
second order arithmetic known as Π1

2 − CA, are extremely complicated [3, 75].
The main feature which makes cut-elimination arguments so unwieldy when applied to strong sub-

systems of second order arithmetic is that they become highly dependent on formal ordinal notations to
describe the cut-elimination procedure. In Chapter 2, I propose an approach to cut-elimination of using
new infinitary rules which do not need explicit ordinal notations to describe them. I apply this to the
system µ2, which is weaker than Π1

2 − CA but stronger than iterated forms of Π1
1 − CA, which are the

strongest systems which can already be analyzed without ordinal notations.
Theorem 1. Given any proof of a Π2 arithmetic formula in the system of inductive definitions µ2, there
is a cut-free proof of this formula.

Another significant area of proof theoretic research is the development of interpretations of theories
in systems of constructive functionals. A realizability interpretation of a theory is an assignment of λ-
terms (from an appropriate theory of λ-terms) to proofs in the theory in such a way that proofs giving
computational information—that is, proofs of Π2 formulas—are witnessed by functions with the same
computational content. Realizability interpretations for constructive theories are well-developed (see [92]
for a detailed development of the standard varieties), but Avigad [6] observed that, by combining realiz-
ability interpretations of constructive theories with double-negation style embeddings of classical theories
in constructive ones, it is possible to obtain realizability interpretations for classical theories as well.

Avigad gave a realizability interpretation for classical first order arithmetic, and in Chapter 3 I give a
realizability interpretation for classical second order arithmetic. The interpretation is given in the system
HRO2 of second order hereditarily recursive functionals.
Theorem 2. If f is a function, A is a primitive recursive relation representing the graph of f , and second
order arithmetic proves that ∀y∃xA(y, x) then there is a term t of HRO2 such that f = λx.t.

An alternative method for interpreting proofs by functionals is Gödel’s Dialectica translation. Varia-
tions of the Dialectica translation are already known for second order arithmetic [39, 84], but these are
unwieldy for practical application—that is, for the task of actually taking a particular proof of a Π2 state-
ment and extracting the corresponding functional. Fortunately, most actual theorems can be proven in
much weaker systems [83], so it is helpful to have simpler Dialectica translations corresponding to these
weaker systems. In Chapter 4 I give a translation for the particular theory ID1 of non-iterated inductive
definitions, and show how to generalize the interpretation to the theories IDn of finitely iterated inductive
definitions. (This chapter is joint work with Jeremy Avigad.)
Theorem 3 (Avigad-Towsner). If ∀x∃yφ(x, y) is provable in IDn then there is a term t in the system
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QT iΩn with at most the free variables x and those appearing in φ such that QT iΩn proves φ(x, t).
One particular application of such functional interpretations is in the field of ergodic Ramsey theory,

in which combinatorial statements are proven using the measure-theoretic techniques of ergodic theory.
Such proofs typically give no bounds, but it is possible to use functional interpretations to extract from
the non-constructive ergodic proof a combinatorial proof which does give bounds. A necessary first step is
giving the constructive combinatorial arguments which correspond to the basic theorems used in ergodic
theory. In Chapter 5, I do so for the mean ergodic theorem. (This chapter is joint work with Jeremy
Avigad and Philipp Gerhardy.)

The mean ergodic theorem states that if T is a nonexpansive linear operator on a Hilbert space and the
averages Anf are given by Anf := 1

n

∑n−1
i=0 T

if for each f in the space, then the sequence 〈Anf〉 converges
(in the Hilbert space norm) to some element f∗. Since this is not a Π2 statement, there is no guarantee
that there is a constructive version of the full statement (and indeed, it can be shown that there is none
[11]). However the Dialectica interpretation gives a Π2 statement with quantifiers over functionals which
is classically equivalent to the original one, and converts the non-constructive proof of the original form
into a constructive proof of this modified form.
Theorem 4 (Avigad-Gerhardy-Towsner). Let T be a nonexpansive linear operator on a Hilbert space, and
let f be any nonzero element of that space. Let K be any nondecreasing function satisfying K(n) ≥ n for
every n. Then there is a function K, computed explicitly in K, such that for every ε > 0 there is an n
satisfying 1 ≤ n ≤ K(ε) such that for every m in [n,K(n)], ||Amf −Anf || ≤ ε.

Given a small amount of additional information, namely the norm of the limit ||f∗||, the theorem does
become constructive.
Theorem 5 (Avigad-Gerhardy-Towsner). Let T be a nonexpansive operator on a separable Hilbert space
and let f be an element of that space. Let f∗ = limnAnf . Then f∗, and a bound on the rate of convergence
of (Anf) in the Hilbert space norm, can be computed from f, T , and ||f∗||.

This includes the special case where the Hilbert space is the L2 space of a measure space and T is (the
lift to the L2 space of) a measure-preserving measurable ergodic operator on the measure space.

This constructive form of the mean ergodic theorem was independently given by Tao [89], who then
used it to settle an open question in ergodic theory involving a more general class of averages. Tao’s proof
uses a finitary constructive setting in an essential way, even though the final statement proven is about
the infinitary ergodic setting. The same ideas used in Chapter 5 to “unwind” the non-constructive proof
of the mean ergodic theorem can be used in reverse to “wind” Tao’s proof into an ergodic proof.

It turns out that the Furstenberg correspondence, the technique used to relate the infinitary and finitary
settings, is insufficient for this proof. The needed generalization joins others recent variations [29, 88] in
pointing towards a more general form of the correspondence. In Chapter 6, I give a single form which
subsumes all these generalizations.
Theorem 6. Let S be a countable set and let G be a semigroup acting on S. Let X be a second countable
compact space. Let E : S → X be given, and let {In} be a Følner sequence of subsets of G.

Then there are a dynamical system (Y,B, ν, (Tg)g∈G) and functions Ẽs : Y → X for each s ∈ S such
that the following hold:

• For any g, s, Ẽgs = Ẽs ◦ Tg
• For any integer k, any continuous function u : Xk → R, and any finite sequence s1, . . . , sk,

lim inf
n→∞

1
|In|

∑
g∈In

u(E(gs1), . . . , E(gsk)) ≤
∫
u(Ẽs1 , . . . , Ẽsk)dν

≤ lim sup
n→∞

1
|In|

∑
g∈In

u(E(gs1), . . . , E(gsk))

Using this theorem, in Chapter 7 I give an ergodic proof of Tao’s theorem.
Theorem 7. Let l ≥ 1 be an integer. Assume T1, . . . , Tl : X → X are commuting, invertible, measure-
preserving transformations of a measure space (X,B, µ). Then for any f1, . . . , fl ∈ L∞(X,B, µ), the
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averages

AN (f1, . . . , fl) :=
1
N

N∑
n=1

f1(Tn1 x) · · · fl(Tnl x)

converge in L2(X,B, µ).
Chapter 2 will appear in the Annals of Pure and Applied Logic. Chapter 3 has appeared as [90].

Chapter 4 is extracted from an article written with Jeremy Avigad [12] and Chapter 5 is extracted from
an article written with Jeremy Avigad and Philipp Gerhardy [13].
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Chapter 2

Cut-Elimination for µ2

Infinitary inference rules have been a key tool in ordinal analysis since their introduction by Schütte [76].
The appropriate infinitary rule for Peano Arithmetic, the ω rule, is reasonably straightforward—it simply
branches over the natural numbers—but suitable infinitary rules for stronger systems are less clear.

The first type proposed, Buchholz’s Ωµ rule [20], branches not over numbers, but over a particular
class of derivations. Subsequently, Pohlers proposed the method of local predicativity [71], in which
infinitary rules branch over infinite ordinals. Rules branching over ordinals have almost entirely replaced
the Ωµ rule, in large part because they led to productive generalizations, culminating in an analysis of
Π1

2-comprehension [75], while the Ωµ rule seemed limited to iterated systems of Π1
1-comprehension.

In the method of local predicativity, ordinals are built directly into the system, since they are necessary
to even describe the system cut-elimination will take place in. This integration with ordinals is different
from earlier analyses, in which the cut-elimination process came first and the ordinals could be “read off”
from the reduction procedure; in local predicativity, the crucial collapsing step is justified by reference
to the properties of the ordinals, which have, naturally, been defined just so as to make this possible.
Unfortunately, as the systems get more complex, this leads to the appearance that the proof proceeds by
“magic”, obscuring the underlying structure of the argument. This problem isn’t intrinsic to infinitary
techniques—the most advanced finitary methods, as in [4],[5], and [3], also require systems defined in terms
of ordinals, and face the same problems as a result.

Möllerfeld [68] proposed that an alternate approach could come from “game-theoretic” infinitary rules,
based on his analysis of Π1

2 comprehension in terms of a game quantifier. Möllerfeld’s analysis shows that
Π1

2 comprehension is the union of systems µn for finite n, where µ1 is (essentially) the system ID<ω, and
the higher levels are novel systems based on complicated monotone inductive definitions.

2.1 Outline

Before launching into the technical details of the proof, we outline the general method as inspired by
Buchholz’s Ωµ rule. Suppose that we can prove cut-elimination for some arbitrary theory T (say, Peano
Arithmetic or IDn) using an infinitary system T∞. We may extend T to a theory T ′ by adding a least
fixed point predicate

µxX.A(x,X)

where A is a formula of T and X appears positively, along with closure and induction axioms. We may
then extend T∞ by a closure rule

A(n, µxX.A(x,X))
n ∈ µxX.A(x,X)

and call proofs in this extended system “small”. The full infinitary version of T ′ adds an Ω rule
which branches over small proofs of n ∈ µxX.A(x,X) and gives the conclusion n 6∈ µxX.A(x,X). Cut-
elimination is quite easy to prove, and the heart of the resulting argument is the demonstration that the
induction axiom in the finitary system can be embedded as an Ω rule in the infinitary system. The proof
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that this is possible involves showing that, given any “small” proof of n ∈ µxX.A(x,X), the predicate
y ∈ µxX.A(x,X) can be systematically replaced by any formula F [y].

This method breaks down when we attempt to add the predicate

µxX.A(x,X, µyY.B(x,X, y, Y ))

where X appears negatively in B, and therefore µyY.B(x,X, y, Y ) must appear negatively in A. (For
convenience, we abbreviate µyY.B(x,X, y, Y ) by µB(x,X) and µxX.A(x,X, µB(x,X)) by µA.) If we
attempt the same technique, a “small” proof of n ∈ µA must contain negative occurrences of µB(m,µA),
which must be introduced by an Ω rule for µB(m,µA), which must in turn branch over proofs containing
negative occurrences of µA, which gives a vicious cycle.

To find a way out of this dilemma, we can consider what we expect to happen when we attempt to
embed an induction axiom for µA as a hypothetical Ω rule. We would expect to replace µA with some
formula F , and therefore whatever rule introduces ¬µB(m,µA) must be easily converted to a proof of
¬µB(m,F ). This would not be true if we used an ordinary Ω rule, which would face the obstacle that the
Ω rule for ¬µB(m,µA) does not even necessarily branch over the right domain to become an Ω rule for
¬µB(m,F ).

We resolve both these problems at once by introducing a new type of Ω rule to be the “small” rule
introducing ¬µB(m,µA); this rule will branch over proofs of µB(m,F ) for any F . The difficulty is that
such derivations may contain inference rules which more widely than is permitted in a small proof (for
instance, the introduction of ¬µA when F is µA).

Such inferences will be converted into non-branching inference rules. We will call these inference rules
truncated inferences, since rather than encoding the manner in which the original proof derived ¬F [n],
they merely note where such a derivation occurred. The Ω rule will then provide, to each derivation
of n ∈ µB(m,F ), a derivation of some G[n, F ] from instances of these truncated inferences, as well as
an indication, for each truncated inference in the resulting derivation, a source inference in the original
derivation.

Figure 2.1: Example Transformation

We cannot be finished, because we have thrown away everything above a widely branching inference
in the original derivation. In order to recover it, we must provide, for each truncated inference appearing
in our derivation of G[n, F ], not only a truncated inference from the source derivation, but also a new Ω
rule which will provide, for each possible premise di, a new derivation F(di) in such a way that {F(di)}ι
are valid premises for the widely branching inference.

In order to keep all this information in one place, our Ω rule for n ∈ µB(m,F ) will branch, not
over derivations, but over sequences of derivations. Given a derivation d of n ∈ µB(m,F ), we divide this
derivation into pieces by chopping it at each introduction of some ¬F [k]. We then build up a new derivation
coinductively; the bottommost piece, d0, is replaced by some F(〈d0〉). Each truncated inference θ appearing
in F(d0) is traced to some truncated inference in d0, which in turn is traced to some introduction of ¬F [k]
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in d using an inference rule I. This introduction rule, whatever it is, has some list of premises {dι}; for
each dι there is an inference F(〈d0, dι〉) which extends F(〈d0〉) at θ. By replacing θ in F(〈d0〉) with I,
taking for each premises ι the extension in F(〈d0, dι〉), we obtain a new valid derivation. We then have
new truncated inferences which first appeared in F(〈d0, dι〉), and the process repeats.

Figure 2.2: A derivation is divided into segments, and (the corresponding portion of) the transformation
is applied to each segment in turn.

We may formulate this procedure as a game with two players, a Prover and a Transformer. Prover
plays first, and must play a derivation of from our system of small proofs augmented by truncated infer-
ences (which we wall call a truncated proof system). Transformer must play a derivation with appropriate
endsequent from the same system (actually, transformer is given a bit more flexibility, for instance, be-
ing allowed to use the cut rule), with the additional property that, for each truncated inference in this
derivation, transformer must name a source callback inference in Prover’s play. Prover then chooses some
truncated inference in Transformer’s play, and plays this truncated inference together with a new deriva-
tion. From here, play continues alternating these last two steps. Transformer wins as long as it is possible
to provide derivations with the appropriate endsequent relative to what Prover offers (and an additional
condition to be described shortly). The Ω rule is simply an encoding of a winning strategy for Transformer.
(The ordinary Ω rule may be viewed as the two step version of this game, where Prover is not permitted
an additional play after Transformer has gone once.) Any derivation gives a collection of strategies for
Prover, and applying the transformation to some derivation is the result of knitting together the results
given by Transformer against all the strategies for Prover offered by the derivation.

Two points must be made about this procedure. First, it is convenient in the description of cut-
elimination to take the view that Transformer’s plays (that is, the premises of the Ω rule) are not merely
the portion of the derivation to be placed above truncated rules, but the entire derivation below that
point as well. That is, F(σ_〈dn〉, τ_〈θ〉) should be an extension of F(σ, τ) in which the only change is
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that the truncated inference θ, which had no premise in F(σ, τ), is required to have a single premise with
appropriate endsequent (based on dn) in F(σ_〈dn〉, τ_〈θ〉). These truncated rules with an additional
premise will be called callback inferences, since they represent the point at which Transformer’s play has
to make reference to the content omitted in Prover’s play.

The second point is that truncated inferences appearing in F(σ, τ) may have their source in any
inference in σ, not just the most recent one. This is necessary, since the cut-elimination process will cause
this situation to occur. However this introduces a concern about well-foundedness; we wish to have the
property that whenever d is a well-founded derivation, the result of applying the transformation to it is
also well-founded. In order to preserve this, we must specify additional conditions on infinite play; if
Prover’s plays are given by the infinite sequences σ, τ and the τi are all selected from the newly extended
part of Transformer’s play, Transformer loses if there is some σi such that infinitely many τj belong to σi.
In any other infinite play, Prover loses. (A well-foundedness criterion of some sort is to be expected, since
we are producing an analysis of a system stronger than Π1

1-comprehension. It is not hard to show that a
transformation with this property maps well-founded derivations to well-founded ones.) Our Ω rule must
remain a winning strategy for this clarified version of the game.

Given this Ω rule, the remainder of our proof is not so difficult. Such Ω rules are considered an
additional type of “small” inference, and may appear in derivations of n ∈ µA, which then has an ordinary
Ω rule.

2.2 Transformations

2.2.1 Proof System

We first need a general notion of a proof system, which we take almost verbatim from [19]. In the
following, we assume we have already fixed some suitable language, and are working with the formulas of
this language.
Definition 2.1. A sequent is a finite set of formulas.

A proof system consists of a set of formal inference symbols (generally denoted by the variable I), and,
for each inference symbol:

• A (possibly infinite) set |I| called its arity
• A sequent ∆(I)
• For each ι ∈ |I|, a sequent ∆ι(I)
• A set Eig(I) which is either empty or a singleton {x} where x is a variable not in FV (∆(I)) (in

this case we call x the eigenvariable of I)
When we say that a proof system contains an inference rule
· · ·∆ι · · · (ι ∈ I)

I !u!∆
we are declaring I to be an inference symbol with arity I, ∆(I) = ∆, ∆ι(I) = ∆ι, and Eig(I) = {u} (or
∅ if u is omitted). When the arity is finite, we typically list all the premises explicitly.
Definition 2.2. The derivations d of a proof system and the end sequent Γ(d) are defined inductively. If,
for each ι ∈ |I|, dι is a derivation and setting Γ := ∆(I)∪

⋃
ι∈|I| Γ(dι) \∆ι(I), Eig(I)∩FV (Γ) = ∅ then

d := I(dι)ι∈|I| is a derivation with Γ(d) := Γ.
If d is a derivation and Γ(d) ⊆ Γ then we write d ` Γ.

Definition 2.3. An expression of the form λx.F is called a predicate, and denoted F . We write F [t] :=
F (x/t).

2.2.2 Augmented and Truncated Derivations

We define proof systems with additional rules which serve to mark places where a derivation has been cut
off. The rule TruncΓ7→Γ,∆ indicates a point where the derivation has been truncated below an inference
rule I with ∆(I) = ∆ and

⋃
ι∈|I| Γ(dι) \∆ι(I) = Γ.
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A CBΥ7→∆ inference indicates a point where every branch besides the branch ι of some inference rule
I has been cut off, Γ(dι) = Υ and ∆(I) ∪ Γ(dι) \∆ι(I) = ∆.
Definition 2.4. Let P be a proof system. We define truncated P to consist of P together with inference
rules

TruncΓ7→Γ,∆ Γ,∆
We define augmented P to consist of truncated P together with inference rules

ΥCBΥ7→∆ ∆
We define Θ(d) to be the set of instances of Trunc inferences appearing in d.
If θ is a truncated inference TruncΓ7→Γ,∆, we set In(θ) := Γ and Out(θ) := ∆.
Note that Θ picks out instances, so it distinguishes two occurrences of the inference rule in different

places, even if they have identical parameters.
We will want to be able to talk about systems such as truncated P where P is itself augmented Q; when

we speak of truncated inferences in a derivation in augmented P, or refer to Θ(d), we mean to include
only those inferences not belonging to P. That is, augmenting and truncating give disjoint unions.
Definition 2.5. We define the exploded derivations of P over Q by induction:

• If d is a derivation in truncated Q and I, E are functions on Θ(d) such that I(θ) is an inference
rule from P, In(θ) =

⋃
ι Γ(E(θ, ι)) \ ∆ι(I(θ)), Out(θ) = ∆(I(θ)), and each E(θ, ι) is an exploded

derivation then 〈d, I, E〉 is an exploded derivation with endsequent Γ(d)
We denote the endsequent of an exploded derivation E by Γ(E). If E = 〈d, I, E〉 is an exploded derivation,
we set E0 := d and call this the main part of the exploded derivation.
Definition 2.6. If 〈d, I, E〉 is an exploded derivation, the unexplosion U(〈d, I, E〉) is given by main
induction on E and a side induction on d:

• If d is a Trunc inference,

U(〈Trunc, I, E〉) := I(θ){U(E(θ, ι))}ι∈|I(θ)|

• Otherwise,
U(〈J {dι}, I, E〉) := J {U(〈dι, I � Θ(dι), E � Θ(dι))}ι∈|J |

Definition 2.7. If P,Q are proof systems, we define the explosion EQ(d) of a derivation d in P by:
• If d = I{dι} where I is not an inference of Q,

EQ(d) := 〈TruncΓ(d)\∆(I)→Γ(d), θ 7→ I, (θ, ι) 7→ EQ(dι)〉

• Otherwise d = I{dι} where I is an inference of Q and set, for each ι ∈ |I|, 〈d′ι, Iι, Eι〉 := EQ(d),
and then

EQ(d) := 〈I{d′ι},
⋃
Iι,
⋃
Eι〉

Lemma 2.8. For any Q, U(EQ(d)) = d.
Definition 2.9. Let d, d′ be derivations in augmented P such that d and d′ are identical except that there
exist some TruncΓ7→Γ,∆ inference in d, but at the corresponding place in d′, there is a θ = CBΥ7→Γ,∆

inference. We say d′ narrowly extends d, and write d′ \ d for the derivation which is the premise of the
callback inference θ in d′. We call Υ the key sequent of this extension.
Definition 2.10. Let P,Q be proof systems, and let sequences of equal length σ0, τ0 be given. We say
{dσ,τ}σ⊇σ0,τ⊇0τ together with supplementary functions Λσ,τ is a transformation from Γ out of P over some
restricted set of formulas F (in a proof system Q) with endsequent Σ and root σ0, τ0 if the following hold:

• For every derivation d of Γ,Υ in truncated P with Υ ⊆ F , dσ_0 〈d〉,τ0 is a proof of Σ,Υ in truncated
Q, Λσ_0 〈d〉,τ0 : Θ(dσ_0 〈d〉,τ0)→ Θ(d)∪

⋃
i<length(σ) Θ(σi), and for each θ, Out(θ) = Out(Λσ_0 〈d〉,τ0(θ))

• If dσ,τ is defined, θ ∈ Θ(dσ,τ ), and d � In(Λσ,τ (θ)),Υ in truncated P with Υ ⊆ F then dσ_〈d〉,τ_〈θ〉
is a proof in augmented Q narrowly extending dσ,τ at θ and dσ_〈d〉,τ_〈θ〉 is a proof in truncated
Q with key sequent In(θ),Υ. Furthermore, Λσ_〈d〉,τ_〈θ〉 has range in

⋃
Θ(σi) ∪ Θ(d), agrees with

Λσ_〈d〉,τ on elements in their shared domain, and for each θ′, Out(θ′) = Out(Λσ_〈d〉,τ_〈θ〉(θ′)).
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If T = {dσ,τ}σ⊇σ0,τ⊇τ0 is a transformation and σ′ ⊇ σ0, τ
′ ⊇ τ0 are such that dσ′,τ ′ is defined, we write

T � σ′, τ ′ for the transformation {dσ,τ}σ⊇σ′,τ⊇τ ′ .
Let d be given and let σ0, τ0 be given with d an element of σ. We define the d-well-founded transfor-

mations inductively:
• If there is no σ ⊇ σ0, τ ⊇ τ0, θ ∈ Θ(dσ,τ ) such that Λσ,τ (θ) ∈ Θ(d) then {dσ,τ}σ⊇σ0,τ⊇τ0 is d-well-

founded. We call such transformations d-void.
• If for every d′, θ, T � σ_0 〈d′〉, τ_0 〈θ〉 is d-well-founded then so is T
We say T = {dσ,τ} is well-founded if for every σ, τ and every d such that dσ_〈d〉,τ is defined, T �

σ_〈d〉, τ is d-well-founded.
A transformation should, as the name suggests, give a way of transforming a derivation of Γ,Υ into a

derivation of Σ,Υ. In order to get the right inductive hypothesis, we need to first show how to apply a
transformation to an exploded derivation.
Lemma 2.11. Let E = 〈d0, I, E0〉 be an exploded derivation over P with endsequent Γ,Υ and let T =
{dσ,τ}σ⊇σ0,τ⊇τ0 be a well-founded transformation from Γ out of P over some F ⊇ Υ with endsequent Σ.
Then there is a derivation d∗ with endsequent Σ,Υ and a function Λ : Θ(d∗)→

⋃
Θ((σ0)i).

Proof. The proof is by main induction on E and side induction on T . Let E = 〈d0, I, E0〉 be given. Then
by induction, we produce from any d0-well-founded transformation T a d0-void transformation T ′. If T is
d0-void then T ′ = T . Otherwise, for each d′, θ, T � σ_0 〈d′〉, τ_0 〈θ〉 is d0-well-founded, and by side IH there
is a d0-void transformation T̂d′,θ.

For each d, let d′σ_0 〈d〉,τ0 be the result of replacing each θ ∈ Θ(dσ_0 〈d〉,τ0) such that Λσ_0 〈d〉,τ0(θ) ∈ Θ(d0),
with I(Λσ_0 〈d〉,τ0(θ)) and the premise ι given by T ′ applied to E0(Λσ_0 〈d〉,τ0(θ), ι); this application exists
by the main IH.

Then d∗ := d′σ_0 〈d0〉,τ0
and Λ := Λσ_0 〈d0〉,τ0 � Θ(d∗) witness the theorem.

Theorem 2.12. If T is a transformation out of Q from Γ over F with endsequent Σ and d � Γ,Υ for
some Υ ⊆ F then there is a derivation T (d) of Σ,Υ.

Proof. Apply the preceding lemma to EQ(d).

Definition 2.13. d′ broadly extends d if d can be derived from d′ by replacing subderivations of d′ ending
in callback inferences with truncated inferences. If S is the set of such truncated inferences in d, we say d′

broadly extends d at S.
Lemma 2.14. Let T be a wellfounded transformation, let {Oi} be a set of operators on derivations, all
with the same domain, and for each Oi, let ΛOi be a function with the properties that:

• Each Oi takes wellfounded derivations to wellfounded derivations
• Each Oi preserves extensions in the sense that if d′ narrowly extends d at θ then Oi(d′) broadly

extends Oi(d) at {θ′ | θ = ΛOi(d)(θ′)}
• For every d in the domain of Oi, ΛOi(d) : Θ(Oi(d)) → Θ(d) with the property that Out(θ) =
Out(ΛOi(d)(θ)) and if d′ � In(ΛO(d)(θ)),Υ belongs to the domain then there is an operator Oj such
that Oj(d′) � In(θ),Υ.

Then each Oi extends to an operator on wellfounded transformations, T 7→ Oi ◦ T , with appropriate
domain and range with the property that

(Oi ◦ T )(d) = Oi(T (d))

for any derivation d.

Proof. Follows immediately by applying operators pointwise, using ΛOi to define Oi(Λ).

We call such a system of such operators uniform.
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2.3 The System µ2

2.3.1 Language

Definition 2.15. If A(X,x) is a formula, we write A(X) for {x | A(X,x)}; in particular, A(X) ⊆ X
means ∀x(A(X,x)→ x ∈ X).

As we define our system, we also assign depths to formulas. Depths will be ordinals ≤ ω+ω, although
we will immediately restrict ourselves to ω + 2. (The use of the ordinal ω + ω is somewhat artificial; we
have ω levels corresponding to finitely many iterated inductive definitions, and then three levels above,
corresponding to the inaccessible, the negated inaccessible, and an admissible above the inaccessible. The
names < I, I, and I + 1 might convey this more clearly.)
Definition 2.16. The language of Lµ2 is defined as follows:

• 0 is a constant symbol
• S is a unary function constant symbol
• There are infinitely many symbols for variables
• For each n-ary primitive recursive relation, including = and ≤, there is an n-ary predicate constant

symbol R
• The logical symbols are ¬,∧,∨,∀,∃
• If A(x,X) contains no other free variables and contains X positively then µxX.A(x,X) is a unary

predicate symbol
• If B(y, Y, Z) contains Y positively and Z negatively and A(x,X,Z) contains X positively and Z

negatively, and A and B have finite depth then µxX.A(x,X, µyY.B(y, Y,X)) is a unary predicate
symbol; we call this a predicate of inaccessible type

The terms are given by:
• 0 is a term
• If t is a term then St is a term
• Each variable is a term
The formulas are given by:
• If R is a symbol for an n-ary primitive recursive relation and for each i ≤ n, ti is a term, then
Rt1 . . . tn is an atomic formula of depth n for any n ≥ 0

• If A(x,X) has depth n and t is a term then t ∈ µxX.A(x,X) is an atomic formula of depth n
• If t is a term then t ∈ µxX.A(x,X, µyY.B(y, Y,X)) is an atomic formula of depth ω
• If A is an atomic formula of depth n, ¬A is a formula of depth n+ 1
• If A0 and A1 are formulas of depth n then A0 ∧A1 and A0 ∨A1 are formulas of depth n
• If x is a variable and A a formula of depth n then ∀xA and ∃xA are formulas of depth n
If n < ω then LIDn is the restriction to formulas of depth n. The depth of a formula, dp(A), is the

least n ≥ 0 such that A has depth n.
If dp(A) ≥ ω + 1 then we call µxX.A(x,X), and any formula containing it, large.
Our theory will effectively restrict consideration to formulas of depth at most ω + 2. Note that all

formulas of higher depth are large. The restriction is somewhat artificial, since we have to “throttle” the
formation rule for µ-expressions, but the alternative would be analyzing a stronger system corresponding
to an inaccessible with infinitely many admissibles above it. (This phenomenon has been observed before,
for instance in [78], where the addition of a constructor corresponding to an inaccessible immediately
pushes the system up to infinitely many admissibles beyond it due to the presence of other constructors.)
Definition 2.17. FV (φ) denotes the set of free variables of φ, and φ is closed if FV (φ) = ∅. Here φ may
be a formula, a term, or a sequent.

If A is not atomic, ¬A indicates the negation of A in negation normal form as given by de Morgan’s
laws.

The rank rk(A) of a formula is defined by:
• rk(A) := 0 if A is atomic
• rk(¬A) := rk(A)
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• rk(A ∧B) = rk(A ∨B) := max{rk(A), rk(B)}+ 1
• rk(∀xA) = rk(∃xA) := rk(A) + 1
A(x/t) means the result of substituting t for every free occurrence of x in A (renaming bound variables

if necessary). When x is clear, we just write A(t).
Definition 2.18. We define the true primitive recursive formulas to be those closed primitive recursive
atomic formulas and negations of atomic formulas which are true in the standard interpretation.

The system µ2 contains the following inference symbols:
Ax∆ ∆

where ∆ contains a true primitive recursive formula or a pair t ∈ µxX.A(x,X), n 6∈ µxX.A(x,X)
A0 A1

∧
A0∧A1 A0 ∧A1

Ai∧i
A0∨A1 A0 ∨A1

i ∈ {0, 1}

A(y)∧y
∀xA !x!∀xA

A(t)∨t
∃xA ∃xA

C ¬CCutC ∅
IndtF ¬F [0],¬∀x(F [x]→ F [Sx]),F [t]

where C is not large
A(t, µxX.A(x,X))

Clt∈µxX.A(x,X)
t ∈ µxX.A(x,X)

Ind
µxX.A(x,X),t
F ¬(A(F) ⊆ F), t 6∈ µxX.A(x,X),F [t]

We say a derivation d belongs to IDn if every formula in every endsequent in d belongs to LIDn .

2.3.2 Infinitary Derivations

We define an infinitary system µ∞2 ; its language is the same language Lµ2 , but only closed formulas are
permitted. This definition will require that a number of weaker systems be defined along the way.

The following, which we will call ID∞0 , will be the basis for all the systems we need. Roughly, it is
the standard infinitary system for Peano Arithmetic plus a closure rule—but not an induction rule—for
µxX.A(x,X) of depth 0.
Definition 2.19. Ax∆ ∆

where ∆ contains a true primitive recursive formula
A0 A1

∧
A0∧A1 A0 ∧A1

Ai∨i
A0∨A1 A0 ∨A1

i ∈ {0, 1}

· · ·A(i) · · · (i ∈ N)∧
∀xA ∀xA

A(n)∨n
∃xA ∃xA

n ∈ N

A(n, µxX.A(x,X))
Cln∈µxX.A(x,X)

n ∈ µxX.A(x,X)
C ¬CCutC ∅

and all formulas have depth 0.
Definition 2.20. If q is a proof and Γ a sequent, ∆Γ

q := Γ(q) \ Γ.
The systems ID∞n+1 are defined inductively; as the name suggests, they are essentially the infinitary

systems from [19].
Definition 2.21. Given ID∞n , the language of the system ID∞n+1 is LIDn—that is, formulas with depth
≤ n+ 1, and consists of the rules of ID∞n together with

Ax∆ ∆
where ∆ contains n ∈ µxX.A(x,X), n 6∈ µxX.A(x,X) with dp(µxX.A(x,X)) < n+ 1
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k ∈ µxX.A(x,X) . . .∆k∈µxX.A(x,X)
q . . . (q ∈ |k ∈ µxX.A(x,X)|)

Ωk 6∈µxX.A(x,X) ∅
where |k ∈ µxX.A(x,X)| is the set of cut-free proofs of ID∞dp(k∈µxX.A(x,X)) and dp(µxX.A(x,X)) ≤ n,
and ∆q(Ωk 6∈µxX.A(x,X)) := Υ where q ` k ∈ µxX.A(x,X),Υ

Note that the premise of the Ω rule d defines a function taking proofs of k ∈ µxX.A(x,X) to proofs of
Γ(d).
Definition 2.22. Next we define a system µ∞ω , which extends the union of ID∞n over n with the closure
rule for predicates of inaccessible type.

Note that this doesn’t add any derivations—there’s no way to introduce A(n, µA) since there’s no way
to introduce n 6∈ µB(µA). We’re including the rule so that it will be present in the extensions we need.
Definition 2.23. The system µ∞I extends µ∞ω by the rule

n ∈ µxX.A(x,X, µ1, . . . , µk) . . . dσ,τ . . .¬n 6∈µxX.A(x,X)
∅

where µ1, . . . , µk are predicates of inaccessible type appearing negatively in A, no other predicates of in-
accessible type appear in A, and for every F1, . . . ,Fk, the premises include a well-founded transformation
from n ∈ µxX.A(x,X,F1, . . . ,Fk) out of the cut-free part of µ∞ω over µxX.A(x,X,F1, . . . ,Fk) positive
formulas.

Now we can define our final system:
Definition 2.24. The system µ∞ consists of µ∞I plus the rules

Ax∆ ∆
where ∆ contains n ∈ µxX.A(x,X), n 6∈ µxX.A(x,X) and µxX.A(x,X) has inaccessible type

n ∈ µxX.A(x,X) . . . dσ,τ . . .Ωn 6∈µxX.A(x,X) ∅
where the premises range over cut-free proofs of µ∞I

Note that none of these systems allow cut rules over large formulas.
Definition 2.25. Given a system P, the augmentations of P are given inductively: P is an augmentation
of P, and if Q is an augmentation of P then so is augmented Q.
Definition 2.26. We define c− rk(d), the cut-rank of d, inductively as follows:

c− rk(d) = max{c− rk(dι) | ι ∈ |I|}

unless I = CutC

c− rk(CutC(d0, d1)) = max{c− rk(d0), c− rk(d1), rk(C) + 1}

2.4 Embedding

Definition 2.27. A derivation in µ is closed if every number variable occurring free is the eigenvariable
of an inference below that occurrence. In particular, FV (Γ(h)) = ∅ if h is closed.

We will define a function taking closed proofs in µ2 to proofs in µ∞. The hard part will be the induction
axioms, which will be embedded as Ω rules. Most of the work is defining the functions used to make these
Ω rules.
Definition 2.28. Let dF,¬F be the canonical derivation of F ,¬F .

If d ` A(n,F) then enF,A(d) is the derivation

d
...

A(n,F)

dF [n],¬F [n]

...
F [n],¬F [n]

F [n], A(n,F) ∧ ¬F [n]
F [n],¬(A(F) ⊆ F)
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or symbolically
n∨

¬(A(F)⊆F)

∧
A(n,F)∧¬F [n]

dd¬(F [n]),F [n]

Lemma 2.29. There is a function SUBΠ
µxX.A(x,X),F such that if dp(µxX.A(x,X)) < ω and d ` Π(µxX.A(x,X)),Σ

is a cut-free proof in ID∞dp(µxX.A(x,X)) then

SUBΠ
µxX.A(x,X),F (d) ` Π(F),¬(A(F) ⊆ F),Σ

is a proof in µ∞.

Proof. By induction on d. We simply proceed up through the proof, adding to Π as we encounter subfor-
mulas or new formulas produced by closures rules. A typical case is

B0(µxX.A(x,X)) B1(µxX.A(x, x))
B0(µxX.A(x,X)) ∧B1(µxX.A(x, x))

7→ B0(F) B1(F)
B0(F) ∧B1(F)

where B0 ∧B1 belongs to Π.
The only difficult case is the closure rule, which we handle with the help of e:

A(n, µxX.A(x,X))
n ∈ µxX.A(x,X)

7→ A(n,F)

dF [n],¬F [n]

...
F [n],¬F [n]

F [n], A(n,F) ∧ ¬F [n]
F [n],¬(A(F) ⊆ F)

Importantly, we never encounter n 6∈ µxX.A(x,X) anywhere; in particular, we do not have to deal
with the axiom Axn∈µxX.A(x,X),n6∈µxX.A(x,X).

The full definition is given by

SUBΠ
n∈µxX.A(x,X),F (I(dι)ι∈|I|) :=

enF,G(SUBΠ∪{∆0(I)}
µxX.A(x,X),F (d0)) if I = Cln∈µxX.A(x,X)

and n ∈ µxX.A(x,X) ∈ Π
IA(F)

(
SUBΠ∪{∆ι(I)}

µxX.A(x,X),F (dι)ι∈|I|
)

if I = IB(µxX.A(x,X))

and B(µxX.A(x,X)) ∈ Π
IA(SUBΠ

µxX.A(x,X),F (dι)ι∈|I|) otherwise

Lemma 2.30. Let A(x,X) be a formula. Then there is an operator SUBΠ
µxX.A(x,X),F such that if d `

Π(µxX.A(x,X)),Σ is a cut-free proof in an augmentation of µ∞<I then

SUBΠ
µxX.A(x,X),F (d) ` Π(F),¬(A(F) ⊆ F),Σ

is a proof in the corresponding augmentation of µ∞. Furthermore, this operator is uniform.

Proof. By induction on d. The proof is essentially the same as in the previous lemma, except that we add
an additional case to handle Trunc and CB inferences.

SUBΠ
µxX.A(x,X),F (I(dι)ι∈|I|) :=

enF (SUBΠ∪{∆0(I)}
µxX.A(x,X),F (d0)) if I = Cln∈µxX.A(x,X)

and n ∈ µxX.A(x,X) ∈ Π
TruncF 7→Π(F),ΣSUBΠ

µxX.A(x,x),F (d0) if I = TruncF 7→Π(µxX.A(x,X)),Σ

CBΠ(F),ΣSUBΠ
µxX.A(x,x),F (d0) if I = CBΠ(µxX.A(x,X)),Σ

IA(F)

(
SUBΠ∪{∆ι(I)}

µxX.A(x,X),F (dι)ι∈|I|
)

if I = IB(µxX.A(x,X))

and B(µxX.A(x,X)) ∈ Π
IA(SUBΠ

µxX.A(x,X),F (dι)ι∈|I|) otherwise
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Lemma 2.31. Let A(x,X) be a formula. Then there is an operator SUBΠ
µxX.A(x,X),F , and a companion

Λσ,τ , giving a well-founded transformation from n ∈ µxX.A(x,X) out of µ∞<I over µxX.A(x,X) positive
formulas with endsequent F [n],¬(A(F) ⊆ F).

Proof. By induction on the length of σ. SUBΠ
µxX.A(x,X,G1,Gk),F (〈d0〉, 〈〉) is just SUBΠ

µxX.A(x,X),F (d0) as
given by the previous lemma. Given SUBΠ

µxX.A(x,X),F (σ, τ), SUBΠ
µxX.A(x,X),F (σ_〈d〉, τ_〈θ〉) is given by

replacing θ in SUBΠ
µxX.A(x,X),F (σ, τ) with the derivation SUBΠ′

µxX.A(x,X),F (d) where Π′ is chosen to be the

unique sequent such that θ was equal to SUBΠ′

µxX.A(x,X),F (Λσ,τ (θ)).
The function Λσ,τ is simply the association of each truncated inference in the range with the corre-

sponding inference in the domain.

At last, we come to the key lemma:
Lemma 2.32. If µxX.A(x,X) has inaccessible type, there is an operator SUBΠ

µxX.A(x,X),F such that
whenever d is a proof of Π(µxX.A(x,X)),Γ in µ∞I then

SUBΠ
µxX.A(x,X),F (d) ` Π(F),Γ,¬(A(F) ⊆ F)

Furthermore, SUBΠ
µxX.A(x,X),F is uniform.

Proof. First, the simple cases are given by

SUBΠ
µxX.A(x,X),F (I(dι)ι∈|I|, F}) :=

enF (SUBΠ∪{∆0(I)}
µxX.A(x,X),F (d0)) if I = Cln∈µxX.A(x,X)

and n ∈ µxX.A(x,X) ∈ Π
IA(F)

(
SUBΠ∪{∆ι(I)}

µxX.A(x,X),F (dι)ι∈|I|
)

if I = IA(µxX.A(x,X))

and A(µxX.A(x,X)) ∈ Π

Next, consider ¬n 6∈µyY.B(y,Y,µxX.A(x,X),µ2,...,µk) where n 6∈ µyY.B(y, Y, µxX.A(x,X), µ2, . . . , µk) ∈ Π.
We use the abbreviations µA and µB(µA) as in the introduction, and let T be the transformation formed
by the premises. First, consider the simplest case, where F does not contain predicates of inaccessible
type and k = 1. Then we simply need to produce a function for an Ωn6∈µB(F) inference.

Since the premises give a transformation showing n ∈ µB(F) 7→ Π(µxX.A(x,X)),Γ\{n 6∈ µyY.B(y, Y, µxX.A(x,X))},
also SUBΠ

µxX.A(x,X),F◦dσ,τ gives a transformation T showing n ∈ µB(F) 7→ Π(F),Γ\{n 6∈ µyY.B(y, Y,F)}.
Then we may assign to each q ` n ∈ µB(F),Υ the derivation

dq := U(T∗(Eµ∞I (q)))

More generally, if predicates of inaccessible type occur in F or k > 1 the same argument gives many
transformations which collectively witness the corresponding ¬ inference.

In any other case, we do nothing:

SUBΠ
µxX.A(x,X),F (I(dι)) := IA(SUBΠ

µxX.A(x,X),F (dι)ι∈|I|)

Lemma 2.33. If h is a closed µ2 derivation of ∆ with dp(∆) ≤ ω + 2 then there is a µ∞ derivation h∞

so that h∞ `m Γ(h) for some finite m.

Proof. We define the ·∞ operation by induction on the proof h:

• (
∧y
∀xA d0)∞ :=

∧
∀xA(d0[n]∞)n∈N

• (Ind0
F )∞ := dF [0],¬F [0]
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• (Indn+1
F )∞ :=

∨n
∃x(F [x]∧¬F [Sx])

∧
F [n]∧¬F [Sn](Ind

n
F )∞d¬F [Sn],F [Sn]

• (IndµA,nF )∞ := Ωn 6∈µAAxn∈µA,n6∈µA{SUB
n∈µA
µA,F (q)} if dp(µA) < ω or has inaccessible type

• (IndµA,nF )∞ := ¬n 6∈µAAxn∈µA,n6∈µA{SUB
n∈µA(F1,...,Fk)
µA(F1,...,Fk)),F (σ, τ)}σ,τ,F1,...,Fk if dp(µA) ≥ ω, µA(µ1, . . . , µk)

does not have inaccessible type, and the µi are all predicates of inaccessible type appearing in A
• Otherwise (Ih0 . . . hn−1)∞ := Ih∞0 . . . h∞n−1

2.5 Cut-Elimination

Definition 2.34. We say that A has
∧

-Form if it is either A0 ∧A1 or ∀xA0.
We say that A has

∧+-Form if it has
∧

-Form, is a true primitive recursive formula, or has the form
µxX.A(x,X)n. Define

C[k] :=
{
Ck if C = C0 ∧ C1 or C = C0 ∨ C1 where k ∈ {0, 1}
A(k) if C = ∀xA or C = ∃xA where k ∈ N

Lemma 2.35. If C is a
∧

-Form then there is a uniform operator J kC such that whenever d `m Γ, C,
J kC(d) `m Γ, C[k].

Proof. By induction on d.

J kC(d) :=


J kC(dk) if I =

∧
C

CBF 7→Σ,C[k](J kC(d0)) if I = CBF 7→Σ,C

¬{J kC ◦ Fq}q if I = ¬{Fq}q
I(J kC(dι))ι∈|I| otherwise

Lemma 2.36. Let rk(C) ≤ m with
∧+-Form and e `m Γ, C. Then there is an operator RC(e, ·) such

that whenever d `m Γ,¬C, RC(e, d) `m Γ and such that {RC} ∪ {J kD}k,D is uniform.

Proof. By induction on d.

RC(e, d) :=


CutC[k]J kC(e)RC(e, dk) if I =

∨k
¬C

e if I = Ax¬C,C
CBF 7→ΣRC(e, d0) if I = CBF 7→Σ,¬C
¬{RC ◦ Fq}q if I = ¬{Fq}q
I(RC(e, dι))ι∈|I| otherwise

Lemma 2.37. For each m, there is an operator Em so that whenever d `m+1 Γ, Em(d) `m Γ and
{Em} ∪ {RC}C ∪ {J kD}k,D is uniform.

Proof. By induction on d.

Em(I(dι)ι∈|I|) :=



RC(Em(d0), Em(d1)) if I = CutC , rk(C) = m

and C has
∧+ -Form

R¬C(Em(d1), Em(d0)) if I = CutC , rk(C) = m

and ¬C has
∧+ -Form

¬{Em ◦ Fq}q if I = ¬{Fq}q
I(Em(dι))ι∈|I| otherwise
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Lemma 2.38. There is a uniform operator DI such that if Γ does not contain predicates of inaccessible
type negatively and d `0 Γ then DI(d) ` Γ and DI(d) ∈ µ∞I .

Proof. By induction on d.

DI(I(dι)ι∈|I|) :=


DI ◦ F if I = Ωn 6∈µxX.A(x,X)

and µxX.A(x,X) has inaccessible type
¬{DI ◦ Fq}q if I = ¬{Fq}q
I(DI(dι))ι∈|I| otherwise

Lemma 2.39. There is an operator Dn such that if d `0 Γ and dp(Γ) ≤ n then Dn(d) `0 Γ and is a proof
in ID∞n .

Proof. By induction on d.

Dn(I(dι)ι∈|I|) :=


Dn(dDm(d0)) if I = Ωn 6∈µxX.A(x,X)

and dp(µxX.A(x,X)) = m ≥ n
Dn(dDI(d0)) if I = Ωn∈µxX.A(x,X)

and µxX.A(x,X) has inaccessible type
I(Dn(dι))ι∈|I| otherwise

Theorem 2.40. Let d be a proof in µ2 of a sequent Γ of depth 0. Then there is a cut-free proof d∗ of Γ
in ID∞0 . Furthermore, the existence may be shown in a constructive theory.

Proof. Let d∗ := D0(E0(· · · (Em(d∞)))). Then d∗ is a cut-free proof in ID∞0 .
Constructivity follows via continuous cut-elimination carried in an appropriate constructive system;

for specificity, intuitionistic Π1
2 − CA would be (more than) sufficient to formalize each instance of this

argument. Although the derivations are nominally infinite, they can be replaced with finitary descriptions,
with branches only produced when they are actually used. Since all our transformations are defined
continuously, they remain well-defined in this context.

Theorem 2.41. µ2 is consistent.

Proof. If there is a proof of 0 = 1 in µ2 then there is a cut-free proof in ID∞0 . But the cut-free proofs of
primitive recursive formulas are also proofs in IS, so there is a cut-free proof of 0 = 1 in µ2. But this is
impossible, since no inference rule other than cut can produce this as an end-sequent.
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Chapter 3

A Realizability Interpretation for
Second Order Arithmetic

Although both classical and intuitionistic arithmetic prove the same Π2 sentences, proofs in the intuition-
istic version generally provide more information. The Curry-Howard isomorphism associates them with
realizing λ terms, which associate numerical witnesses to existential quantifiers and appropriate functionals
to strings of quantifiers.

Avigad [6] demonstrates a method of extending this realization to classical arithmetic to find numerical
witnesses to Σ1 sentences and type 1 functions witnessing Π2 sentences. This method of witness extraction
was derived from the composition of an embedding of classical logic in intuitionistic logic, the Friedman-
Dragalin translation (first described in [33] and [28]), and the Curry-Howard isomorphism.

3.1 Preliminaries

A Tait style calculus based on the one in [77] will be used for PA2. The primary difference is that ¬
is taken as a connective, rather than a shorthand for the negation-normal form. Atomic formulae will
be either of the form s = t or Xt1 . . . tn (where s, t, t1, . . . , tn are terms and X is an n-ary second order
variable). The connectives will be ¬, ∨, ∃, and ∃2. Other connectives can be defined in the usual way. We
will write λ~y.B for the predicate given by a formula B(~y).

The rules of this system will be:

1. Propositional Rules

(a) Γ, A,¬A for any atomic A

(b) From Γ,¬φ and Γ,¬ψ conclude Γ,¬(φ ∨ ψ)

(c) From Γ, φ conclude Γ, φ ∨ ψ and Γ, ψ ∨ φ
(d) From Γ, φ and Γ,¬φ conclude Γ

2. Quantifier rules

(a) From Γ,¬φ(y) conclude Γ,¬∃xφ(x) if y does not occur free in any formula of Γ

(b) From Γ,¬φ(Y ) conclude Γ,¬∃2Xφ(X) if Y does not occur free in any formula of Γ

(c) From Γ, φ(t) conclude Γ,∃xφ(x)

(d) From Γ, φ(λ~y.B) conclude Γ,∃2Xφ(X)

3. Equality rules (quantifier free)
• Γ, t = t for any term t

• From Γ, t1 = t2 conclude Γ, t2 = t1 for any terms t1 and t2
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• From Γ, t1 = t2 and Γ, φ(t1) conclude Γ, φ(t2) for any terms t1 and t2

4. Arithmetical rules

(a) Quantifier-free defining equations for all primitive recursive relations and functions

(b) From Γ,¬φ(0) and Γ, φ(y),¬φ(Sy) conclude Γ,¬∃xφ(x) if y does not occur free in Γ

All other normal rules of second order arithmetic can be derived from these, for example:
Γ, φ Γ,¬φ,¬¬φ

Γ,¬¬φ
If Γ = {φ1, . . . , φk} then ¬Γ = {¬φ1, . . . ,¬φk}.
Intuitionistic logic and HA2 will be given by a system of natural deduction with connectives ∀, ∃, ∃2,

∨, and→ (∃ and ∨ are redundant, but it is more convenient to include them; ∀2 and ∧ will not be needed,
so they are excluded).

3.2 Friedman-Dragalin Translation

A formula φ of PA2 can be associated with a formula φ¬¬ of HA2 such that PA2 ` φ⇔ HA2 ` φ¬¬. The
embedding E used here is simpler, although the result proved will be correspondingly weaker:

• φE ≡ φ for atomic φ
• (¬φ)E ≡ φE → ⊥
• (φ ∨ ψ)E ≡ φE ∨ ψE

• (∃xφ(x))E ≡ ∃xφ(x)E

• (∃Xφ(X))E ≡ ∃Xφ(X)E

Given a fixed formula α of HA2, a translation FD(α) of formulas within HA2 can be defined so that
α→ φFD(α) for every φ:

• φFD(α) ≡ φ (for φ = Xt1 . . . tn)
• φFD(α) ≡ φ ∨ α (for other atomic φ)
• ⊥FD(α) ≡ α
• (φ→ ψ)FD(α) ≡ φFD(α) → ψFD(α)

• (φ ∨ ψ)FD(α) ≡ φFD(α) ∨ ψFD(α)

• (∃xφ(x))FD(α) ≡ ∃xφ(x)FD(α)

• (∃Xφ(X))FD(α) ≡ ∃Xφ(X)FD(α)

Note that (Xt1 . . . tn)FD(α) = Xt1 . . . tn is not itself implied by α unless the range of X is restricted to
the range of FD(α). This is necessary to ensure that FD(α) commutes with substitution.

When composed these operations give a transformation N from formulas of PA2 to formulas of HA2:
• φN ≡ φ (for φ = Xt1 . . . tn)
• φN ≡ φ ∨ α (for other atomic φ)
• (¬φ)N ≡ φN → α

• (φ ∨ ψ)N ≡ φN ∨ ψN

• (∃xφ(x))N ≡ ∃xφ(x)N

• (∃Xφ(X))N ≡ ∃Xφ(X)N

Lemma 3.1. The N -translation commutes with substitution:

φ(λ~y.B)N = (λY.φ(Y )N )(λ~y.BN )

or, equivalently:
(φ[λ~y.B/Y ])N = φN [λ~y.BN/Y ]
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Proof. By induction on φ(Y ). When φ(Y ) 6= Y t1 . . . tn, just apply the inductive hypothesis. When φ(Y ) =
Y t1 . . . tn then φ(λ~y.B)N = (Bt1 . . . tn)N = BN t1 . . . tn while (λY.φ(Y )N )(λy.BN ) = (λY.Y t1 . . . tn)(λ~y.BN ) =
BN t1 . . . tn.

Lemma 3.2. If d : Γ is a proof in PA2 then (¬Γ)N ` α is provable in HA2.

Proof. Proved by induction on the last step of d. The following two deductions will be used repeatedly:
Γ, φ⇒ α

Γ⇒ φ→ α (φ→ α)→ α⇒ (φ→ α)→ α

Γ, (φ→ α)→ α⇒ α

Γ, (φ→ α)→ α⇒ α

Γ⇒ ((φ→ α)→ α)→ α

φ⇒ φ φ→ α⇒ φ→ α

φ, φ→ α⇒ α

φ⇒ (φ→ α)→ α

Γ, φ⇒ α

• If d is just the axiom Γ, A,¬A then either (¬A)N = A ∨ α→ α and (¬¬A)N = (A ∨ α→ α)→ α or
(¬A)N = A→ α and (¬¬A)N = (A→ α)→ α. In either case, α follows by → E.

• If d concludes Γ,¬(φ ∨ ψ) from Γ,¬φ and Γ,¬ψ then:
(¬Γ)N , (φN → α)→ α⇒ α

(¬Γ)N , φN ⇒ α

(¬Γ)N , (ψN → α)→ α⇒ α

(¬Γ)N , ψN ⇒ α

(¬Γ)N , φN ∨ ψN ⇒ α

(¬Γ)N , (φN ∨ ψN → α)→ α⇒ α
• If d concludes Γ, φ ∨ ψ from Γ, φ (the case for Γ, ψ is similar) then:

(φN ∨ ψN )→ α⇒ (φN ∨ ψN )→ α

φN ⇒ φN

φN ⇒ φN ∨ ψN

(φN ∨ ψN )→ α, φN ⇒ α

(φN ∨ ψN )→ α⇒ φN → α
and

(¬Γ)N , φN → α⇒ α

(¬Γ)N ⇒ (φN → α)→ α (φN ∨ ψN )→ α⇒ φN → α

(¬Γ)N , (φN ∨ ψN )→ α⇒ α
• If d concludes Γ from Γ, φ and Γ,¬φ then:

(¬Γ)N , φN → α⇒ α

(¬Γ)N ⇒ (φN → α)→ α

(¬Γ)N , (φN → α)→ α⇒ α

(¬Γ)N ⇒ ((φN → α)→ α)→ α

(¬Γ)N ⇒ α
• If d concludes Γ,¬∃xφ(x) from Γ,¬φ(y) then:

(¬Γ)N , (φ(y)N → α)→ α⇒ α

(¬Γ)N , φ(y)N ⇒ α ∃xφ(x)N ⇒ ∃xφ(x)N

(¬Γ)N ,∃xφ(x)N ⇒ α

(¬Γ)N , (∃xφ(x)N → α)→ α⇒ α
• If d concludes Γ,∃xφ(x) from Γ, φ(t) then:

φ(t)N ⇒ φ(t)N

φ(t)N ⇒ ∃xφ(x)N ∃xφ(x)N → α⇒ ∃xφ(x)N → α

∃xφ(x)N → α, φ(t)N ⇒ α

∃xφ(x)N → α⇒ φ(t)N → α
and

(¬Γ)N , φ(t)N → α⇒ α

(¬Γ)N ⇒ (φ(t)N → α)→ α ∃xφ(x)N → α⇒ φ(t)N → α

(¬Γ)N ,∃xφ(x)N → α⇒ α
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• If d concludes Γ,¬∃xφ(x) from Γ, φ(0) and Γ,¬φ(y), φ(Sy) then:
(¬Γ)N , φ(y)N → α, (φ(Sy)N → α)→ α⇒ α

(¬Γ)N , φ(y)N → α, φ(Sy)N ⇒ α

(¬Γ)N , φ(y)N → α⇒ φ(Sy)N → α
(¬Γ)N , (φ(0)N → α)→ α⇒ α

(¬Γ)N , φ(0)N ⇒ α

(¬Γ)N ⇒ φ(0)N → α (¬Γ)N , φ(y)N → α⇒ φ(Sy)N → α

(¬Γ)N ⇒ ∀x[φ(x)N → α]

(¬Γ)N ⇒ φ(y)N → α φ(y)N ⇒ φ(y)N

(¬Γ)N , φ(y)N ⇒ α
and
(¬Γ)N , φ(y)N ⇒ α ∃xφ(x)N ⇒ ∃xφ(x)N

(¬Γ)N ,∃xφ(x)N ⇒ α

(¬Γ)N , (∃xφ(x)N → α)→ α⇒ α
• Suppose d : φ. Then φ is also an axiom of HA2, so:

φ→ α⇒ φ→ α ⇒ φ

φ→ α⇒ α
• If d concludes Γ,∃Xφ(X) from Γ, φ(λ~y.B) then:

∃Xφ(X)N → α⇒ ∃Xφ(X)N → α

φ(λ~y.B)N ⇒ φ(λ~y.B)N

φ(λ~y.B)N ⇒ ∃Xφ(X)N

∃Xφ(X)N → α, φ(λ~y.B)N ⇒ α

∃Xφ(X)N → α⇒ φ(λ~y.B)N → α
and

(¬Γ)N , φ(λ~y.B)N → α⇒ α

∃Xφ(X)N → α⇒ φ(λ~y.B)N → α (¬Γ)N ⇒ (φ(λ~y.B)N → α)→ α

(¬Γ)N ,∃Xφ(X)N → α⇒ α
• If d concludes Γ,¬∃Xφ(X) from Γ,¬φ(Y ) then:

(¬Γ)N , (φ(Y )N → α)→ α⇒ α

(¬Γ)N , φ(Y )N ⇒ α ∃Xφ(X)N ⇒ ∃Xφ(X)N

(¬Γ)N ,∃Xφ(X)N ⇒ α

(¬Γ)N , (∃Xφ(X)N → α)→ α⇒ α

3.3 HRO2

The language of HRO2 is arithmetic augmented by definitions equating every hereditarily partially recur-
sive function of finite type with a number. More precisely, each partially recursive function is associated
with its Gödel number x, and {x}(y) is used to denote the (possibly undefined) value of the function asso-
ciated with x when applied to y; when {x}(y) is defined, this is denoted {x}(y) ↓. For technical reasons,
0 should be the constantly 0 function.

The functionals in question are the second order functionals of system F; the set T of types of these
functionals is given by:

• The type 0 of the natural numbers is in T

• If σ, τ ∈ T then σ → τ ∈ T
• For any n, a variable type αn ∈ T
• If σ, τ ∈ T then σ × τ ∈ T
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• If σ[αn] ∈ T then ∀αn.σ[αn] ∈ T
• If σ[αn] ∈ T then ∃αn.σ[αn] ∈ T
HRO2 is given by associating to each σ ∈ T a set of numbers Vσ (representing the numbers denoting

functions of that type) and to each type variable α a variable Vα ranging over the sets Vσ:
• All numbers are in V0

• If αn ∈ T is a type variable then there is a corresponding set variable Vαn
• x ∈ Vσ→τ if for any y ∈ Vσ, {x}(y) ∈ Vτ
• x ∈ Vσ×τ if (x)0 ∈ Vσ and (x)1 ∈ Vτ
• x ∈ ∀αn.σ[αn] if for any V ∈ T , x ∈ Vσ[αn][V/Vαn ]
• x ∈ ∃αn.σ[αn] if there is some V ∈ T such that x ∈ Vσ[αn][V/Vαn ]
Full details of the construction are given in [92].

3.4 Realizability

The realizability here is the HRO2−mr realizability given in [92] will be used, based on Kreisel’s modified
realizability presented in [61] and [59]. The modified realizability HRO2-mr assigns a predicate, Realizesφ
from HRO2, to each formula φ of HA2. A number realizes a formula φ when the term it represents executes
a computation which demonstrates the truth of the formula. It is then possible to assign a specific term
to a deduction d which realizes the conclusion of d.

In order to define the realizability, it is first necessary to define a predicate which is satisfied when a
number encodes a functional of the appropriate type to realize a formula. Following the notation in [92], a
unary second order variable U1

X of HRO2 is uniquely associated to each second order variable X of HA2.
For technical reasons, the set denoted by U1

X must contain 0, so ∃U1
X will represent quantification only

over those formulae which are satisfied by 0. Then:
1. Types=t(x) ≡ [x = x] where x is not free in s or t

2. TypeX~t(x) ≡ U1
Xx

3. Typeφ∨ψ(x) ≡ ((x)0 = 0→ Typeφ((x)1)) ∧ ((x)0 6= 1→ Typeψ((x)1))

4. Typeφ→ψ(x) ≡ ∀y(Typeφ(y)→ {x}(y) ↓ ∧Typeψ({x}(y)))

5. Type∃yφ(y)(x) ≡ Typeφ((x)0)((x)1)

6. Type∃Xnφ(X)(x) ≡ ∃U1
X Typeφ(X)(x)

An n + 1-ary second order variable of HRO2, X∗, must be uniquely associated to each n-ary second
order variable X of HA2. Then the realizability is given by:

1. Realizess=t(x) ≡ [s = t]

2. RealizesX~t(x) ≡ X∗(x,~t) ∧ TypeX~t(x)

3.
Realizesφ∨ψ(x) ≡ ((x)0 = 0→ Realizesφ((x)1))

∧((x)0 6= 0→ Realizesψ((x)1))

4.
Realizesφ→ψ(x) ≡ Typeφ→ψ(x)

∧∀y(Realizesφ(y)→ {x}(y) ↓ ∧Realizesψ({x}(y)))

5. Realizes∃yφ(y)(x) ≡ Realizesφ((x)0)((x)1)

6. Realizes∃Xnφ(X)(x) ≡ ∃Y ∗∃U1
Y Realizesφ(Y )(x)

The rules of PA2 are not sound for this realizability, but their N -translations are; for instance, there is
no term corresponding to the axiom φ∨¬φ, but φN → α, φN → α→ α ` α does correspond to a term. In
particular, if α = ∃xA(x) where A is a primitive recursive relation then we say x PA2-realizes a formula
φ of PA2 if RealizesφN (x). Note that Realizesα(x) ≡ A((x)0), so

Type(¬φ)N (x) ≡ ∀y(TypeφN (y)→ {x}(y) ↓)
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Realizes(¬φ)N ≡ Type(¬φ)N (y) ∧ ∀y(RealizesφN (y)→ {x}(y) ↓ ∧A(({x}(y))0))

α may have additional free variables so long as they are renamed to be different from the eigenvalues
in any application of the induction or ∀ rules. Any free variables other than x will in general also be a
free variable in Realizesφ. In this case, Realizesφ(t) means that t is a term (possibly with the same free
variables as A) realizing φ for every value of those variables.

In general, we use αφ for a first order variable intended to satisfy TypeφN (αφ) and when Γ =
{φ1, . . . , φk} is a sequent, we intend αΓ = (αφ1 , . . . , αφk) to be a sequence of variables such that TypeφNi (αφi).
Lemma 3.3. 1. Write [∗] for [λxTypeB~y(x)/U1

X ]. Then

Typeφ(X~t)[∗] = Typeφ(B~t)

2. Write [†] for [λxλ~yRealizesB~y(x)/X∗]. Then

Realizesφ(X~t)(x)[∗][†]↔ Realizesφ(B~t)(x)

Proof. 1. Proved by a straightforward induction on φ(X). When φ(X) = X~t then

TypeX~t(x)[∗] = U1
X(x)[∗] = TypeB~t(x)

The other cases just apply the inductive hypothesis.
2. Proved by induction on φ(X). When φ(X) = X~t then

RealizesX~t(x)[∗][†] = X∗(x,~t)[†] ∧ TypeX~t(x)[∗]
= RealizesB~t(x) ∧ TypeB~t(x)
↔ RealizesB~t(x)

The other cases just apply the inductive hypothesis.

A deduction of Γ ` φ in HA2 can be assigned a term of HRO2-mr with free variables corresponding to
the elements of Γ and which realizes φ whenever the free variables realize the corresponding elements of Γ.
If Γ or φ has free variables, those will in general also be free variables of the term, and for any assignment
of values to those variables, the term will realize φ. For axioms, the term is 0, and, for example, the

deduction
d : Γ, φ⇒ ψ

Γ⇒ φ→ ψ
becomes λa.t where t is the term correspond to d.

Free variables which appear in the premise but not conclusion of a proof rule can be eliminated in the
corresponding terms. Specifically, if d applies ∀I, ∀2I, ∃I, ∨E, → E, or ∃E to d0 (and d1 and d2 when
appropriate) and x or Xn is a free variable appearing in d0, d1, or d2 but not in d then if t0 (t1, t2) are
the corresponding terms, replace all occurrences of x with 0 and all occurrences of Xn with λ~y.(∀X0)X
before constructing t. For instance suppose d0 : Γ⇒ ψ → φ(x,X) and d1 : Σ⇒ ψ with x and Xn variable
not appearing in ψ, Γ, or Σ. Then the corresponding term is t0[0/x][λ~y.(∀X0)X/X](t1).
Theorem 3.4. If d is a deduction of Γ in PA2 then there is a term Fd with free variables among α¬Γ ∪
FV(Γ) ∪ FV(α) such that if Type(¬φ)N (α¬φ) for each φ ∈ Γ then HA2 proves (λα¬Γ.Fd)(α¬Γ) ↓ and if
Realizes(¬φ)N (α¬φ) holds for each φ ∈ Γ then HA2 proves A(((λα¬Γ.Fd)(α¬Γ))0).

Proof. Since d is a deduction of Γ in PA2, there is a deduction D of (¬Γ)N ` ∃xA(x) in HA2. The
theorem could be proved by simply appealing to the realization given in [92]. However this can also
be proved directly by defining the term inductively on the last step of d; the appropriate can be easily
found by taking the HA2 deduction corresponding to an inference in PA2 and applying the Curry-Howard
isomorphism.

It will be necessary to remove extraneous free variables during this process. If d applies the cut rule
or the first or second order ∃ rules, there may be free first or second order variables which appear in the
premises but not the conclusion. If d : φ is an application of one of these three rules to d1 : φ1 (and d2 : φ2

in the case of cut) and x or X is a free variable in φ1 (and φ2 in the case of cut) which does not appear
in φ then the inference
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d1[0/x][λ~y.(∀X0)X]
(
d2[0/x][λ~y.(∀X0)X]

)
d

is also a valid inference. The corresponding terms, t1[0/x][λ~y.(∀X0)X] and t2[0/x][λ~y.(∀X0)X] should
be used in the inductive construction of t.

• d is any of the quantifier free axioms. Then Γ = {φ1, . . . , φk} and at least one φi must be true,
therefore it is never possible for α¬Γ to realize ¬Γ, so

Fd ≡ 0

• d is an axiom of the form Γ, A,¬A. Then:

Fd ≡ {α¬¬A}(α¬A)

• d concludes Γ, φ ∨ ψ from d′ : Γ, φ (the case for d′ : Γ, ψ is similar). Then:

Fd ≡ (λα¬φ.Fd′)(pλαφ.{α¬(φ∨ψ)}(〈0, αφ)q)

• d concludes Γ,¬(φ ∨ ψ) from d0 : Γ,¬φ and d1 : Γ,¬ψ. Then primitive recursion can be used to
define by cases:

F ′ ≡ p
{

(λα¬¬φ.F0)(pλα¬φ.{α¬φ}((αφ∨ψ)1)q) if (αφ∨ψ)0 = 0
(λα¬¬ψ.F1)(pλα¬ψ.{α¬ψ}((αφ∨ψ)1)q) if (αφ∨ψ)0 6= 0 q

and define
Fd ≡ {α¬¬(φ∨ψ)}(pλαφ∨ψ.F ′q)

• d concludes Γ,∃xφ(x) from d′ : Γ, φ(t). If t has any free variables that do not occur in the conclusion
the should be replaced with 0 in Fd′ . Then:

Fd = (λα¬φ(t).Fd′)(pλαφ(t).{α¬∃xφ(x)}(〈t, αφ(t)〉)q)

• d concludes Γ,¬∃xφ(x) from d′ : Γ,¬φ(y). Then Fd′ is a term which may contain y free and y does
not occur free in Γ. So:

Fd ≡ {α¬¬∃xφ(x)}(pλα∃xφ(x).(λyλα¬¬φ(y).Fd′)
((α∃xφ(x))0)(λα¬φ(y).{α¬φ(y)}((α∃xφ(x))1))q)

• d derives Γ from d0 : Γ,¬φ and d1 : Γ, φ. Replace any free variables which appear in d0 and d1 but
not in d with 0 (for first order variables) and (∀X0)X (for second order variables). Then:

Fd ≡ (λα¬¬φ.F0)(pλα¬φ.F1q)

• d is a deduction of Γ,¬∃xφ(x) from d0 : Γ,¬φ(0) and d1 : Γ, φ(y),¬φ(Sy). Then construct a function
h by primitive recursion:

h(0) ≡ pλαφ(0).(λα¬¬φ(0).Fd0)(λα¬φ(0).{α¬φ(0)}(αφ(0)))q

h(Sy) ≡ p(λα¬φ(y).λαφ(Sy).(λα¬¬φ(Sy).Fd1)
(λα¬φ(Sy).{α¬φ(Sy)}(αφ(Sy))))(h(y))q

Note that Realizes(¬φ(n))N (h(n)) for every n.
Then:

Fd ≡ {α¬¬∃xφ(x)}(λα∃xφ(x).{h((α∃xφ(x))0)}((α∃xφ(x))1))

• d is a deduction of Γ,∃Xφ(X) from d′ : Γ, φ(λ~y.B)

Fd ≡ (λα¬φ(λ~y.B).Fd′)(pλαφ(λ~y.B).{α∃Xφ(X)}(αφ(λ~y.B))q)

Free variables appearing in d′ but not d should be replaced.
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• d is a deduction of Γ,¬∃Xφ(X) from d′ : Γ,¬φ(Y ) then:

Fd ≡ {α¬¬∃Xφ(X)}(pλα∃Xφ(X).[(λαφ(Y ).(λα¬¬φ(Y ).Fd′)
(pλα¬φ(Y ).{α¬φ(Y )}(αφ(Y ))q))(α∃Xφ(X))]q)

Theorem 3.5. If d is a deduction of ∃xA(x) where A(x) is primitive recursive then it is possible to
construct a term t of HRO2 with the same free variables as ∃xA(x) such that A(t) holds for every value
of those variables.

Proof. Cut d with a hypothesis h : ¬∃xA(x); this gives a proof d′ of the empty sequent. Let Fh =
{α¬¬∃xA(x)}(pλα∃xA(x).α∃xA(x)q). Then, applying the previous theorem, t = Fd′ is a term with no free
variables, and therefore A((t)0).

If A has free variables other than x, they will also, in general, be free variables in the corresponding
term, so as an easy corollary we have:
Theorem 3.6. If f is some function and A is primitive recursive relation symbol representing the graph
of f and PA2 ` ∀y∃xA(y, x) then there is a term t in HRO2 with free variable y such that f = λy.t.

Proof. Since PA2 proves ∀y∃xA(y, x), there is also a PA2 deduction d of ∃xA(y, x). Then the term (Fd)0

given by the previous theorem suffices.
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Chapter 4

A Dialectica Interpretation for
Inductive Definitions1

Let X be a set, and let Γ be a monotone operator from the power set of X to itself, so that A ⊆ B implies
Γ(A) ⊆ Γ(B). Then the set

I =
⋂
{A | Γ(A) ⊆ A}

is a least fixed point of Γ; that is, Γ(I) = I, and I is a subset of any other set with this property. I can also
be characterized as the limit of a sequence indexed by a sufficiently long segment of the ordinals, defined
by I0 = ∅, Iα+1 = Γ(Iα), and Iλ =

⋃
γ<λ Iγ for limit ordinals γ. Such inductive definitions are common

in mathematics; they can be used, for example, to define substructures generated by sets of elements, the
collection of Borel subsets of the real line, or the set of well-founded trees on the natural numbers.

From the point of view of proof theory and descriptive set theory, one is often interested in structures
that are countably based, that is, can be coded so that X is a countable set. In that case, the sequence
Iα stabilizes before the least uncountable ordinal. In many interesting situations, the operator Γ is given
by a positive arithmetic formula ϕ(x, P ), in the sense that Γ(A) = {x | ϕ(x,A)} and ϕ is an arithmetic
formula in which the predicate P occurs only positively. (The positivity requirement can be expressed by
saying that no occurrence of P is negated when ϕ is written in negation-normal form.)

The considerations above show that the least fixed point of a positive arithmetic inductive definition
can be defined by a Π1

1 formula. An analysis due to Stephen Kleene [51, 52] shows that, conversely, a
positive arithmetic inductive definition can be used to define a complete Π1

1 set. In the 1960’s, Georg
Kreisel presented axiomatic theories of such inductive definitions [23, 62]. In particular, the theory ID1

consists of first-order arithmetic augmented by additional predicates intended to denote least fixed-points
of positive arithmetic operators. ID1 is known to have the same strength as the subsystem Π 1

1 -CA−

of second order arithmetic, which has a comprehension axiom asserting the existence of sets of numbers
defined by Π1

1 formulas without set parameters. It also has the same strength as Kripke Platek admissible
set theory, KPω, with an axiom asserting the existence of an infinite set. (See [23, 46] for details.)

A Π2 sentence is one of the form ∀x̄ ∃ȳ R(x̄, ȳ), where x̄ and ȳ are tuples of variables ranging over
the natural numbers, and R is a primitive recursive relation. Here we are concerned with the project of
characterizing the Π2 consequences of the theories ID1 in constructive or computational terms. This can
be done in a number of ways. For example, every Π2 theorem of ID1 is witnessed by a function that a can
be defined in a language of higher-type functionals allowing primitive recursion on the natural numbers
as well as a schema of recursion along well-founded trees, as described in Section 4.1 below. We are
particularly interested in obtaining a translation from ID1 to a constructive theory of such functions that
makes it possible to “read off” a description of the witnessing function from the proof of a Π2 sentence in
ID1 .

1This chapter is joint work and jointly written with Jeremy Avigad
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There are currently two ways of obtaining this information. The first involves using ordinal analysis
to reduce ID1 to a constructive analogue [22, 72, 73], such as the theory ID i,sp

1 discussed below, and
then using either a realizability argument or a Dialectica interpretation of the latter [21, 45]. One can,
alternatively, use a forcing interpretation due to Buchholz [2, 21] to reduce ID1 to ID i,sp

1 .
Here we present a new method of carrying out this first step, based on a functional interpretation along

the lines of Gödel’s “Dialectica” interpretation of first-order arithmetic. Such functional interpretations
have proved remarkably effective in “unwinding” computational and otherwise explicit information from
classical arguments (see, for example, [53, 54, 56]). Howard [45] has provided a functional interpretation for
a restricted version of the constructive theory ID i,sp

1 , but the problem of obtaining such an interpretation
for classical theories of inductive definitions is more difficult, and was posed as an outstanding problem in
[10, Section 9.8]. Feferman [30] used a Dialectica interpretation to obtain ordinal bounds on the strength
of ID1 (the details are sketched in [10, Section 9]), and Zucker [96] used a similar interpretation to bound
the ordinal strength of ID2 . But these interpretations do not yield Π2 reductions to constructive theories,
and hence do not provide computational information; nor do the methods seem to extend extend to the
theories beyond ID2 . Our interpretation bears similarities to those of Burr [24] and Ferreira and Oliva
[31], but is not subsumed by either; some of the differences between the various approaches are indicated
in Section 4.3.

The outline of the chapter is as follows. In Section 4.1, we describe the relevant theories and provide
an overview our our results. Our interpretation of ID1 is presented in three steps. In Section 4.2, we
embed ID1 in an intermediate theory, OR1 + (I ), which makes the transfinite construction of the fixed-
point explicit. In Section 4.3, we present a functional interpretation that reduces OR1 + (I ) to a second
intermediate theory, Q0 TΩ + (I ). Finally, the latter theory is interpreted in a constructive theory, QT i

Ω ,
using a cut elimination argument in Section 4.4. In Section 4.5, we show that our interpretation extends
straightforwardly to cover theories of iterated inductive definitions as well.

We are grateful to Solomon Feferman, Philipp Gerhardy, and Wilfried Sieg for feedback on an earlier
draft.

4.1 Background

In this chapter, we interpret classical theories of inductively defined sets in constructive theories of trans-
finite recursion on well-founded trees. In this section, we describe the relevant theories, and provide an
overview of our results.

Take classical first-order Peano arithmetic, PA, to be formulated in a language with symbols for each
primitive recursive function and relation. The axioms of PA consist of basic axioms defining these functions
and relations, and the schema of induction,

ϕ(0) ∧ ∀x (ϕ(x)→ ϕ(x+ 1))→ ∀x ϕ(x),

where ϕ is any formula in the language, possibly with free variables other than x. ID1 is an extension
of PA with additional predicates Iψ intended to denote the least fixed point of the positive arithmetic
operator given by ψ. Specifically, let ψ(x, P ) be an arithmetic formula with at most the free variable x, in
which the predicate symbol P occurs only positively. We adopt the practice of writing x ∈ Iψ instead of
Iψ(x). ID1 then includes the following axioms:

• ∀x (ψ(x, Iψ)→ x ∈ Iψ)
• ∀x (ψ(x, θ/P )→ θ(x))→ ∀x ∈ Iψ θ(x), for each formula θ(x).

Here, the notation ψ(θ/P ) denotes the result of replacing each atomic formula P (t) with θ(t), renaming
bound variables to prevent collisions. The first axiom asserts that Iψ is closed with respect to Γψ, while the
second axiom schema expresses that Iψ is the smallest such set, among those sets that can be defined in the
language. Below we will use the fact that this schema, as well as the schema of induction, can be expressed
as rules. For example, Iψ-leastness is equivalent to the rule “from ∀x (ψ(x, θ′/P ) → θ′(x)) conclude
∀x ∈ Iψ θ′(x).” To see this, note that the rule is easily justified using the corresponding axiom; conversely,
one obtains the axiom for θ(x) by taking θ′(x) to be the formula (∀z (ψ(z, θ/P ) → θ(z))) → θ(x) in the
rule.
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One can also design theories of inductive definitions based on intuitionistic logic. In order for these
theories to be given a reasonable constructive interpretation, however, one needs to be more careful in
specifying the positivity requirement on ψ. One option is to insist that P does not occur in the antecedent
of any implication, where ¬η is taken to abbreviate η → ⊥. Such a definition is said to be strictly positive,
and we denote the corresponding axiomatic theory ID i,sp

1 . An even more restrictive requirement is to
insist that ψ(x) is of the form ∀y ≺ x P (y), where ≺ is a primitive recursive relation. These are called
accessibility inductive definitions, and serve to pick out the well-founded part of the relation. In the case
where ≺ is the “child-of” relation on a tree, the inductive definition picks out the well-founded part of
that tree. We will denote the corresponding theory ID i,acc

1 .
The following conservation theorem can be obtained via an ordinal analysis [23] or the methods of

Buchholz [21]:
Theorem 4.1. Every Π2 sentence provable in ID1 is provable in ID i,acc

1 .
The methods we introduce here provide another route to this result.
Using a primitive recursive coding of pairs and writing x ∈ Iy for (x, y) ∈ I allows us to code any finite

or infinite sequence of sets as a single set. One can show that in any of the theories just described, any
number of inductively defined sets can coded into a single one, and so, for expository convenience, we will
assume that each theory uses only a single inductively defined set.

We now turn to theories of transfinite induction and recursion on well-founded trees. The starting
point is a quantifier-free theory, TΩ , of computable functionals over the natural numbers and the set of
well-founded trees on the natural numbers. In particular, TΩ extends Gödel’s theory T of computable
functionals over the natural numbers. We begin by reviewing the theory T . The set of finite types is
defined inductively, as follows:

• N is a finite type; and
• assuming σ and τ are finite types, so are σ × τ and σ → τ .

In the “full” set-theoretic interpretation, N denotes the set of natural numbers, σ × τ denotes the set of
ordered pairs consisting of an element of σ and an element of τ , and σ → τ denotes the set of functions
from σ to τ . But we can also view the finite types as nothing more than datatype specifications of
computational objects. The set of primitive recursive functionals of finite type is a set of computable
functionals obtained from the use of explicit definition, application, pairing, and projections, and a scheme
allowing the definition of a new functional F by primitive recursion:

F (0) = a

F (x+ 1) = G(x, F (x))

Here, the range of F may be any finite type. The theory T includes defining equations for all the primitive
recursive functionals, and a rule providing induction for quantifier-free formulas ϕ:

ϕ(0) ϕ(x)→ ϕ(S(x))
ϕ(t)

Gödel’s Dialectica interpretation shows:
Theorem 4.2. If PA proves a Π2 theorem ∀x̄ ∃ȳ R(x̄, ȳ), there is a sequence of function symbols f̄ such
that T proves R(x̄, f̄(x̄)). In particular, every Π2 theorem of PA is witnessed by sequence of primitive
recursive functionals of type Nk → N .

See [10, 41, 91] for details. If (st) is used to denote the result of applying s to t, we adopt the usual
conventions of writing, for example, stuv for (((st)u)v). To improve readability, however, we will also
sometimes adopt conventional function notation, and write s(t, u, v) for the same term.

In order to capture the Π2 theorems of ID1 , we use an extension of T that is essentially due to Howard
[45], and described in [10, Section 9.1]. Extend the finite types by adding a new base type, Ω, which is
intended to denote the set of well-founded (full) trees on N . We add a constant, e, which denote the tree
with just one node, and two new operations: sup, of type (N → Ω) → Ω, which forms a new tree from
a sequence of subtrees, and sup−1, of type Ω → (N → Ω), which returns the immediate subtrees of a
nontrivial tree. We extend the schema of primitive recursion on N in T to the larger system, and add a
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principle of primitive recursion on Ω:

F (e) = a

F (sup h) = G(λn F (h(n))),

where the range of F can be any of the new types. We call the resulting theory TΩ , and the resulting set
of functionals the primitive recursive tree functionals. Below we will adopt the notation α[n] instead of
sup−1(α, n) to denote the nth subtree of α. In that case definition by transfinite recursion can be expressed
as follows:2

F (α) =
{
a if α = e
G(λn F (α[n])) otherwise.

A trick due to Kreisel (see [44, 45]) allows us to derive a quantifier-free rule of transfinite induction on Ω
in TΩ , using induction on N and transfinite recursion.
Proposition 4.3. The following is a derived rule of TΩ :

ϕ(e, x) α 6= e ∧ ϕ(α[g(α, x)], h(α, x))→ ϕ(α, x)
ϕ(s, t)

for quantifier-free formulas ϕ.
For the sake of completeness, we sketch a proof in the Appendix.
We define QTΩ to be the extension of TΩ which allows quantifiers over all the types of the latter

theory, replacing transfinite induction rule with the axiom schema,

ϕ(e) ∧ ∀α (α 6= e ∧ ∀n ϕ(α[n])→ ϕ(α))→ ∀α ϕ(α)

where ϕ is any formula in the expanded language; and an “ω bounding” axiom,

∀x ∃α ψ(x, α)→ ∃β ∀x ∃i ψ(x, β[i]),

where x and y can have any type and ψ is any formula. Let QT i
Ω denote the version of this theory based

on intuitionistic logic. The following theorem shows that all of the intuitionistic theories described in this
section are “morally equivalent,” and reducible to TΩ .
Theorem 4.4. The following theories all prove the same Π2 sentences:

1. ID i,sp
1

2. ID i,acc
1

3. QT i
Ω

4. TΩ

Proof. Buchholz [21] presents a realizability interpretation of ID i,sp
1 in the theory ID i,acc

1 . Howard [45]
presents an embedding of ID i,acc

1 in QT i
Ω , and a functional interpretation of QT i

Ω in TΩ . Interpreting TΩ

in ID i,sp
1 is straightforward, using the set O of Church-Kleene ordinal notations to interpret the type Ω,

and interpreting the constants of TΩ as hereditarily recursive operations over O (see [10, Sections 4.1, 9.5,
and 9.6]).

We can now describe our main results. In Sections 4.2 to 4.4, we present the interpretation outlined in
the introduction, which yields:
Theorem 4.5. Every Π2 sentence provable in ID1 is provable in QT i

Ω .

2We are glossing over issues involving the treatment of equality in our descriptions of both T and TΩ . All of the ways of
dealing with equality in T described in [10, Section 2.5] carry over to TΩ , and our interpretations work with even the most
minimal version of equality axioms associated with the theory denoted T0 there. In particular, our interpretations to not rely
on extensionality, or the assumption ∀n (α[n] = β[n]) → α = β. We do make use of the decidability of the atomic formula
α =Ω e, but this can be interpreted as the formula f(α) =N 0, where f is the function from Ω to N defined recursively by
f(e) = 0, f(sup g) = 1.

Our theory TΩ is essentially the theory V of Howard [45]. Our theory QT i
Ω is essentially a finite-type version of the theory

U of [45], and contained in the theory V ∗ described there. One minor difference is that Howard takes the nodes of his trees
to be labeled, with end-nodes labeled by a positive natural number, and internal nodes labeled 0.
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In fact, if ID1 proves a Π2 theorem ∀x̄ ∃ȳ R(x̄, ȳ), our proof yields a sequence of function symbols f̄
such that QT i

Ω proves R(x̄, f̄(x̄)). By Theorem 4.4, this last assertion can even be proved in TΩ . Thus
we have:
Theorem 4.6. If ID1 proves a Π2 theorem ∀x̄ ∃ȳ R(x̄, ȳ), there is a sequence of function symbols f̄ such
that TΩ proves R(x̄, f̄(x̄)). In particular, every Π2 theorem of ID1 is witnessed by sequence of primitive
recursive tree functionals of type Nk → N .

The reduction described by Sections 4.2 to 4.4 is thus analogous to the reduction of ID1 given by
Buchholz [21], but relies on a functional interpretation instead of forcing.

4.2 Embedding ID1 in OR1 + (I )

In this section, we introduce theories OR1 and OR1 + (I ), and show that ID1 is easily interpreted in the
latter. The theory OR1 + (I ) is closely related to Feferman’s theory ORω

1 , as described in [30] and [10,
Section 9], and the details of the embedding are essentially the ones described there.

The language of OR1 is two-sorted, with variables α, β, γ, . . . ranging over type Ω, and variables
i, j, k, n, x, . . . ranging over N . We include symbols for the primitive recursive functions on N , and a
function symbol sup−1(α, n) which returns an element of type Ω. As above, we write α[n] for sup−1(α, n).
Recall that α[n] is intended to denote the nth subtree of α, or e if α = e. The axioms of OR1 are as
follows:

1. defining axioms for the primitive recursive functions

2. induction on N

3. transfinite induction on Ω

4. a schema of ω bounding:
∀x ∃α ϕ(x, α)→ ∃β ∀x ∃i ϕ(x, β[i]),

where ϕ has no quantifiers over type Ω.
We will often think of an element α 6= e of Ω as denoting a countable set {α[i] | i ∈ N} of elements of
Ω. We write α v β for ∀i ∃j (α[i] = β[j]), to express inclusion between the corresponding sets. Now
let t(i) be any term of type Ω, and let i0 and i1 denote the projections of i under a primitive recursive
coding of pairs. Since trivially we have ∀i ∃β (β = t(i0)[i1]), ω bounding implies that for some γ we
have ∀i ∃j (γ[j] = t(i0)[i1]). This implies ∀k ∀l ∃j (γ[j] = t(k)[l]), in other words, ∀k (t(k) v γ). In
other words, if we think of t(k) as a sequence of countable sets, ω bounding guarantees the existence of a
countable set γ that includes their union.

Now fix any instance of ID1 with inductively defined predicate I given by the positive arithmetic
formula ψ(x, P ). To define the corresponding instance of OR1 + (I ), we extend the language of OR1 with
a new binary predicate I(α, x), where α ranges over Ω and x ranges over N . We will write x ∈ Iα instead
of I(α, x), and write x ∈ I≺α for ∃i (x ∈ Iα[i]). The schemas of induction, transfinite induction, and ω
bounding are extended to the new language. We also add the following defining axioms for the predicate
I:

• ∀x (x 6∈ Ie)
• ∀α (α 6= e→ ∀x (x ∈ Iα ↔ ∃i ψ(x, Iα[i])))

For any formula ϕ of ID1 , let ϕ̂ be the formula obtained by interpreting t ∈ I as ∃α (t ∈ Iα).
Theorem 4.7. If ID1 proves ϕ, then OR1 + (I ) proves ϕ̂.

Before proving this, we need a lemma. Note that if η(x, P ) is any arithmetic formula involving a new
predicate symbol P and θ(y) is any formula, applying the ·̂-translation to η(x, θ/P ) changes only the
instances of θ. In particular, η̂(x, I) is η(x, ∃α (y ∈ Iα)/P ).
Lemma 4.8. Let η(x, P ) be a positive arithmetic formula. Then OR1 + (I ) proves the following:

1. α v β and η(x, I≺α) implies η(x, I≺β)

2. η̂(x, I) implies ∃β η(x, I≺β).
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Proof. Both claims are proved by a straightforward induction on positive arithmetic formulas (expressed
in negation normal form). To prove the second claim, in the base case, suppose we have t ∈ Iα. Applying
ω bounding with antecedent ∀x ∃γ (γ = α), we obtain a β such that β[i] = α for some i. Then we have
t ∈ I≺β , as required.

In the case where the outermost connective is a universal quantifier, suppose ϕ(x, y, I) implies ∃β ϕ(x, y, I≺β).
Using ω bounding, ∀y ϕ(x, y, I) then implies

∃γ ∀y ∃i ϕ(x, y, I≺γ[i]).

Using ω bounding again, as described above, we obtain an α such that for every i, γ[i] ⊆ α. Using (1), we
have

∃α ∀y ϕ(x, y, I≺α),

as required. The remaining cases are easy.

Proof of Theorem 4.7. The defining axioms for the primitive recursive functions and induction axioms of
ID1 are again axioms of OR1 + (I ) under the translation, so we only have to deal with the defining axioms
for I.

The translation of the closure axiom, ∀x (ψ(x, I) → x ∈ I), is immediate from Lemma 4.8 and the
defining axiom for Iα.

This leaves only transfinite induction, which can be expressed as a rule, “from ∀x (ψ(x, θ/P )→ θ(x)),
conclude ∀x ∈ I θ(x).” To verify the translation in OR1 + (I ), suppose ∀x (ψ(x, θ̂/P ) → θ̂(x)). It
suffices to show that for every α, we have ∀x ∈ Iα θ̂(x). We use transfinite induction on α. In the
base case, when α = e, this is immediate from the defining axiom for Ie. In the inductive step, suppose
we have ∀i ∀x ∈ Iα[i] θ̂(x). This is equivalent to ∀x ∈ I≺α θ̂(x). Using the positivity of P , we have
∀x (ψ(x, I≺α)→ ψ(x, θ̂/P )). Using the definition of Iα, we then have ∀x ∈ Iα θ̂(x), as required.

4.3 A functional interpretation of OR1 + (I )

Our next step is to interpret the theory OR1 + (I ) in a second intermediate theory, Q0 TΩ + (I ). First, we
describe a fragment Q0 TΩ of QTΩ , obtained by restricting the language of QTΩ to allow quantification
over the natural numbers only, though we continue to allow free variables and constants of all types. We
also restrict the language so that the only atomic formulas are equalities s = t between terms of type N .
The axioms of Q0 TΩ are as follows:

1. any equality between terms of type N that can be derived in TΩ

2. the schema of induction on N .

3. the schema of transfinite induction, given as a rule:

θ(e) α 6= e ∧ ∀n θ(α[n])→ θ(α)
θ(t)

for any formula θ and term t of type Ω.
It is not hard to check that substitution is a derived rule in Q0 TΩ , which is to say, if the theory proves
ϕ(x) where x is a variable of any type, it proves ϕ(s) for any term s of that type. Similarly, if TΩ proves
s = t for any terms s and t of that type, then Q0 TΩ proves ϕ(s)↔ ϕ(t).

The following lemma shows that in Q0 TΩ we can use instances of induction in which higher-type
parameters are allowed to vary. For example, the first rule states that in order to prove θ(α, x) for
arbitrary α and x, it suffices to prove θ(e, x) for an arbitrary x, and then, in the induction step, prove
that θ(α, x) follows from θ(α[n], a), as n ranges over the natural numbers and a ranges over a countable
sequence of parameters depending on n and x.
Proposition 4.9. The following are derived rules of Q0 TΩ :

θ(e, x) α 6= e ∧ ∀i ∀j θ(α[i], f(α, x, i, j))→ θ(α, x)
θ(α, x)
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and
ψ(0, x) ∀j ψ(n, f(x, n, j))→ ψ(n+ 1, x)

ψ(n, x)
A proof of Proposition 4.9 can be found in the Appendix.
The theories Q0 TΩ + (I ) are now defined in analogy with OR1 + (I ): we extend the language with

a new binary predicate I(α, x), which is allowed to occur in the induction axioms and the transfinite
induction rules, and add the same defining axioms. Proposition 4.9 extends to this new theory. In this
section, we will use a functional interpretation to interpret OR1 + (I ) in Q0 TΩ + (I ).

Recall that we have defined α v β by

α v β ≡ ∀i ∃j (α[i] = β[j]),

thinking of elements α of Ω as coding countable sets {α[i] | i ∈ N}. Let t(i) be any term of type Ω, where
i is of type N . Then we can define the union of the sets t(0), t(1), t(2), . . . by

tit(i) = sup
j
t(j0)[j1],

where j0 and j1 denote the projections of j under a primitive recursive coding of pairs. In other words,
tit(i) represents the set {t(i)[k] | i ∈ N, k ∈ N}. In particular, we have that for every i, t(i) v tit(i), since
for every k we have t(i)[k] = (tit(i))[(i, k)].

We now extend these notions to higher types. Define the set of pure Ω-types to be the smallest set of
types containing Ω and closed under the operation taking σ and τ to σ → τ . Note that every pure Ω-type
τ has the form σ1 → σ2 → . . . σk → Ω. We can therefore lift the notions above to a, b, and t of arbitrary
pure type, as follows:

a[i] = λx ((ax)[i])
a v b ≡ ∀i ∃j ∀x ((ax)[i] = (bx)[j])
tit(i) = λx (sup

j
(tx)(j0)[j1]),

where in each case x is a tuple of variables chosen so that the resulting term has type Ω. Thus, if a is of
any pure type, we can think of a as representing the countable set {a[i] | i ∈ N}, in which case v and t
have the expected behavior.

Note that the relation a v b can be expressed in the language of QTΩ , but when τ is not Ω, it cannot
be expressed in the language of Q0 TΩ , which does not allow quantification over pure types. We will,
however, be interested in situations where Q0 TΩ can prove a vτ b in the sense that there is an explicit
function j(i) such that it can prove ∀i ((ax)[i] v (bx)[j(i)]), and hence also the the result of substituting
any particular sequence of terms for x. In particular, Q0 TΩ can prove t(i) ⊆ tit(i) in this sense.

As in Burr [24], we use a variant of Shoenfield’s interpretation [79] which incorporates an idea due to
Diller and Nahm [27]. The Shoenfield interpretation works for classical logic, based on the connectives ∀,
∨, and ¬. This has the virtue of cutting down on the number of axioms and rules that need to be verified,
and keeping complexity down. Alternatively, we could have used a Diller-Nahm variant of the ordinary
Gödel interpretation, combined with a double-negation interpretation. The relationship between the latter
approach and the Shoenfield interpretation is now well understood (see [9, 86]).

To each formula ϕ in the language of OR1 + (I ), we associate a formula ϕS of the form ∀a ∃b ϕS(a, b),
where a and b are tuples of variables of certain pure Ω-types (which are implicit in the definitions below),
and ϕS is a formula in the language of Q0 TΩ + (I ). The interpretation is defined, inductively, in such a
way that the following monotonicity property is preserved: whenever Q0 TΩ + (I ) proves b v b′, it proves
ϕS(a, b)→ ϕS(a, b′). In the base case, we define

I(α, t)S ≡ I(α, t)

(s = t)S ≡ s = t
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In the inductive step, suppose ϕS is ∀a ∃b ϕS(a, b) and ψS is ∀c ∃d ψS(c, d). Then we define

(ϕ ∨ ψ)S ≡ ∀a, c ∃b, d (ϕS(a, b) ∨ ψS(c, d))

(∀x ϕ)S ≡ ∀a ∃b (∀x ϕS(a, b))

(∀α ϕ)S ≡ ∀α, a ∃b ϕS(a, b)

(¬ϕ)S ≡ ∀B ∃a (∃i ¬ϕS(a[i], B(a[i]))).

Verifying the monotonicity claim above is straightforward; the inner existential quantifier in the clause for
negation takes care of the only case that would otherwise have given us trouble. Note in particular the
clause for universal quantification over the natural numbers. Our functional interpretation is concerned
with bounds; because we can compute “countable unions” using the operator t, we can view quantification
over the natural numbers as “small” and insist that the bound provided by b is independent of x. Note
also that if ϕ is a purely arithmetic formula, ϕS is just ϕ.

The rest of this section is devoted to proving the following:
Theorem 4.10. Suppose OR1 + (I ) proves ϕ, and ϕS is the formula ∀a ∃b ϕS(a, b). Then there are
terms b of TΩ involving at most the variables a and the free variables of ϕ of type Ω such that Q0 TΩ + (I )
proves ϕS(a, b).

Importantly, the terms b in the statement of the theorem do not depend on the free variables of ϕ of
type N .

As usual, the proof is by induction on derivations. The details are similar to those in Burr [24]. As in
Shoenfield [79], we can take the logical axioms and rules to be the following:

1. excluded middle: ¬ϕ ∨ ϕ
2. substitution: ∀x ϕ(x)→ ϕ(t), and ∀α ϕ(α)→ ϕ(t)

3. expansion: from ϕ conclude ϕ ∨ ψ
4. contraction: from ϕ ∨ ϕ conclude ϕ

5. cut: from ϕ ∨ ψ and ¬ϕ ∨ θ, conclude ψ ∨ θ.
6. ∀-introduction: from ϕ∨ψ conclude ∀x ϕ∨ψ, assuming x is not free in ψ; and similarly for variables

of type Ω

7. equality axioms
The translation of excluded middle is

∀B, a′ ∃a, b′ (∃i ¬ϕS(a[i], B(a[i])) ∨ ϕS(a′, b′)).

Given B and a′, let a = supi a′, so that a[i] = a′ for every i; in other words, a represents the singleton set
{a′}. Let b′ = B(a′). Then the matrix of the formula holds with i = 0.

The translation of substitution for the natural numbers is equivalent to

∀B, a′ ∃a, b′ (∀i, x ϕS(x, a[i], B(a[i]))→ ϕS(t, a′, b′)).

(In this context, “equivalent to” means that Q0 TΩ + (I ) proves that the ·S part of the translation is
equivalent to the expression in parentheses.) Once again, given B and a′, letting a = supi a′ and b′ = B(a′)
works.

Handling substitution for Ω, expansion, and contraction is straightforward, and so we consider cut. By
the inductive hypothesis we have terms b = b(a, c) and d = d(a, c) satisfying

ϕS(a, b(a, c)) ∨ ψS(c, d(a, c)), (4.1)

and terms a′ = a′(B, e) and f = f(B, e) satisfying

∃i ¬ϕS(a′(B, e)[i], B(a′(B, e))[i]) ∨ θS(e, f(B, e)). (4.2)

We need terms d′ = d′(c′, e′) and f ′ = f ′(c′, e′) satisfying

ψS(c′, d′(c′, e′)) ∨ θS(e′, f ′(c′, e′)).
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Given c′ and e′, and the terms b(a, c), d(a, c), a′(B, e), and f(B, e), define B′ = λa b(a, c′), define a′′ =
supi a′(B′, e′), and then define d′ = d(a′′, c′) and f ′ = f(B′, e′). Since Q0 TΩ + (I ) proves B′(a′′) =
b(a′′, c′), from (4.1) we have

ϕS(a′′, B′(a′′)) ∨ ψS(c′, d′).

Since a′′[i] = a′(B′, e′) for every i, from (4.2) we have

¬ϕS(a′′, B′(a′′)) ∨ θS(e′, f ′).

Applying cut in Q0 TΩ + (I ), we have ψS(c′, d′) ∨ θS(e′, f ′), as required.
The treatment of ∀-introduction over N and Ω is straightforward. We can take the equality axioms

to be reflexivity, symmetry, transitivity, and congruence with respect to the basic function and relation
symbols in the language. These, as well as the defining equations for primitive recursive function symbols
in the language and the defining axioms for I, are verified by the fact that for formulas whose quantifiers
ranging only over N , ϕS = ϕ.

Thus we only have to deal with the other axioms of OR1 + (I ), namely, ω bounding, induction on
N , and transfinite induction on Ω. Note that if ϕ has quantifiers ranging only over N , the definition of
∃ in terms of ∀ implies that (∃α ϕ(α))S is equivalent to ∃α ∃i ϕ(α[i]). To interpret the translation of
ω-bounding, we therefore need to define a term β = β(α) satisfying

∀x ∃i ϕS(x, α[i])→ ∃j ∀x ∃k ϕS(x, (β[j])[k]).

Setting β = supj α means that for every j we have β[j] = α, so this β works.
We can take induction on the natural numbers to be given by the rule “from ϕ(0) and ϕ(x)→ ϕ(x+1)

conclude ϕ(t) for any term t.” From a proof of the first hypothesis, we obtain a term b = b(a) satisfying

ϕS(0, a, b). (4.3)

From a proof of the second hypothesis, we obtain terms a′ = a′(B′, a′′) and b′′ = b′′(B′, a′′) satisfying

∀i ϕS(x, a′[i], B′(a′[i]))→ ϕS(x+ 1, a′′, b′′). (4.4)

If suffices to define a function f(x, â) and show that we can prove

ϕS(x, â, f(x, â)), (4.5)

since if we then define b̂(â) = txf(x, â), we have ϕS(x, â, b̂) by the monotonicity property of our translation.
Define f by

f(0, â) = b(â)
f(x+ 1, â) = b′′(λa f(x, a), â)

Let B′ denote λa f(x, a), so f(x+ 1, â) = b′′(B′, â). Let A(x, â) denote the formula (4.5). From (4.3), we
have A(0, â), and from (4.4) we have ∀i A(x, a′(B′, â)[i])→ A(x+ 1, â). Using Proposition 4.9, we obtain
A(x, â), as required.

Transfinite induction, expressed as the rule “from ϕ(e) and ∀n ϕ(α[n]) → ϕ(α) conclude ϕ(α),” is
handled in a similar way. From a proof of the first hypothesis we obtain a term b = b(a) satisfying

ϕS(e, a, b). (4.6)

From a proof of the second hypothesis we obtain terms a′ = a′(α,B′, a′′) and b′′ = b′′(α,B′, a′′) satisfying

∀i ∀n ϕS(α[n], a′[i], B′(a′[i]))→ ϕS(α, a′′, b′′). (4.7)

It suffices to define a function f satisfying

ϕS(α, â, f(α, â))
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for every α and â, since then b̂ = f(α, â) is the desired term. Let A(α, â) be this last formula, and define
f by recursion on α:

f(α, â) =
{
b(a) if α = e
b′′(α, λa (tjf(α[j], a)), â) otherwise.

Write B′ for the expression λa (tjf(α[j], a)), so we have f(α, â) = b′′(α,B′, â) when α 6= e. We will use
the transfinite induction rule given by Proposition 4.9 to show that A(α, â) holds for every α and â. From
(4.6), we have A(e, â), so it suffices to show

α 6= e ∧ ∀n, i A(α[n], a′[i])→ A(α, â),

where a′ is the term a′(α,B′, â). Arguing in Q0 TΩ + (I ), assume α 6= e and ∀n, i A(α[n], a′[i]), that is,

∀n, i ϕS(α[n], a′[i], f(α[n], a′[i])).

By monotonicity, we have
∀n, i ϕS(α[n], a′[i],tjf(α[j], a′[i])).

By the definition of B′, this is just

∀n, i ϕS(α[n], a′[i], B′(a′[i])).

By (4.7), this implies
ϕS(α, â, f(α, â)),

which is A(α, â) as required. This concludes the proof of Theorem 4.10.
Our theory Q0 TΩ + (I ) is inspired by Feferman [30], and, in particular, the theory denoted TΩ + (µ)

in [10, Section 9]. That theory, like Q0 TΩ + (I ), combines a classical treatment of quantification over the
natural numbers with a constructive treatment of the finite types over Ω.

The principal novelty of our interpretation, however, is the use of the Diller-Nahm method in the clause
for negation, and the resulting monotonicity property. This played a crucial rule in the interpretation of
transfinite induction. The usual Dialectica interpretation would require us to choose a single candidate for
the failure of an inductive hypothesis, something that cannot be done constructively. Instead, using the
Diller-Nahm trick, we recursively “collect up” a countable sequence of possible counterexamples.

Similar uses of monotonicity can be found in functional interpretations developed by Kohlenbach [53, 56]
and Ferreira and Oliva [31], as well as in the forcing interpretations described in Avigad [7]. The functional
interpretations of Avigad [8], Burr [24], and Ferreira and Oliva [31] also make use of the Diller-Nahm trick.
But Kohlenbach, Ferreira, and Oliva rely on majorizability relations, which cannot be represented in
Q0 TΩ , due to the restricted uses of quantification in that theory. Our interpretation is perhaps closest to
the one found in Burr [24], but a key difference is in our interpretation of universal quantification over the
natural numbers; as noted above, because we are computing bounds and our functionals are closed under
countable sequences, the universal quantifier is absorbed by the witnessing functional.

4.4 Interpreting Q0TΩ + (I ) in QT i
Ω

The hard part of the interpretation is now behind us. It is by now well known that one can embed infinitary
proof systems for classical logic in the various constructive theories listed in Theorem 4.4. This idea was
used by Tait [87], to provide a constructive consistency proof for the subsystem Σ 1

1 -CA of second-order
arithmetic. It was later used by Sieg [80, 81] to provide a direct reduction of the classical theory ID1 to
the constructive theory ID i,sp

2 , as well as the corresponding reductions for theories of transfinitely iterated
inductive definitions (see Section 4.5). Here we show that, in particular, one can define an infinitary proof
system in QT i

Ω , and use it to interpret Q0 TΩ + (I ) in a way that preserves Π2 formulas. The methods
are essentially those of Sieg [80, 81], adapted to the theories at hand. In fact, our interpretation yields
particular witnessing functions in TΩ , yielding Theorem 4.5.

Let us define the set of infinitary constant propositional formulas, inductively, as follows:
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• > and ⊥ are formulas.
• If ϕ0, ϕ1, ϕ2, . . . are formulas, so are

∨
i∈N ϕi and

∧
i∈N ϕi.

Take a sequent Γ to be a finite set of such formulas. As usual, we write Γ,∆ for Γ∪∆ and Γ, ϕ for Γ∪{ϕ}.
We define a cut-free infinitary proof system for such formulas with the following rules:

• Γ,> is an axiom for each sequent Γ.
• From Γ, ϕi for some i conclude Γ,

∨
i∈N ϕi.

• From Γ, ϕi for every i conclude Γ,
∧
i∈N ϕi.

We also define a mapping ϕ 7→ ¬ϕ recursively, as follows:
• ¬> = ⊥
• ¬⊥ = >
• ¬

∨
i∈N ϕi =

∧
i∈N ¬ϕi.

• ¬
∧
i∈N ϕi =

∨
i∈N ¬ϕi.

Note that the proof system does not include the cut rule, namely, “from Γ, ϕ and Γ,¬ϕ include Γ.” In
this section we will show that it is possible to represent propositional formulas and infinitary proofs in the
language of QT i

Ω in such a way that QT i
Ω proves that the set of provable sequents is closed under cut.

We will then show that this infinitary proof system makes it possible to interpret Q0 TΩ + (I ) in a way
that preserves Π2 sentences. This will yield Theorem 4.5. In fact, our interpretation will yield explicit
functions witnessing the truth of the Π2 from the proof in Q0 TΩ + (I ).

We can represent formulas in QT i
Ω as well-founded trees whose end nodes are labeled either > or ⊥

and whose internal nodes are labeled either
∨

or
∧

. A well-founded tree is simply an element of Ω. As
in the Appendix, if α is an element of Ω, then one can assign to each node of α a unique “address,” σ,
where σ is a finite sequence of natural numbers. Since these can be coded as natural numbers, a labeling
of α from the set {>,⊥,

∨
,
∧
} is a function l from N to N . The assertion that α, l is a proof, i.e. that the

labeling has the requisite properties, is given by a universal formula in QT i
Ω . Using λ-abstraction we can

define functions F with recursion of the following form:

F (α, l) =
{
G(l(∅)) if α = e
H(λn G(α[n], λσ l((n)̂ σ))) otherwise,

where ∅ denotes the sequence of length 0. This yields a principle of recursive definition on formulas, which
can be used, for example, to define the map ϕ → ¬ϕ. (This particular function can be defined more
simply by just switching > with ⊥ and

∧
with

∨
in the labeling.) A principle of induction on formulas

is obtained in a similar way. We can now represent proofs as well-founded trees labeled by finite sets of
formulas and rules of inference, yielding principles of induction and recursion on proofs as well.

We will write ` Γ for the assertion that Γ has an infinitary proof, and we will write ` ϕ instead of ` {ϕ}.
The proofs of the following in QT i

Ω are now standard and straightforward (see, for example, [77, 81]).
Lemma 4.11 (Weakening). If ` Γ and Γ′ ⊇ Γ then ` Γ′.
Lemma 4.12 (Excluded middle). For every formula ϕ, ` {ϕ,¬ϕ}.
Lemma 4.13 (Inversion).

• If ` Γ,⊥, then ` Γ.
• If ` Γ,

∧
i∈N ϕi, then ` Γ, ϕi for every i.

The first and third of these is proved using induction on proofs in QT i
Ω . The second is proved using

induction on formulas.
Lemma 4.14 (Admissibility of cut). If ` Γ, ϕ and ` Γ,¬ϕ, then ` Γ.

Proof. We show how to cast the usual proof as a proof by induction on formulas, with a secondary induction
on proofs. For any formula ϕ, define

ϕ∨ =
{
ϕ if ϕ is > or of the form

∨
i∈N ψi

¬ϕ otherwise.

We express the claim to be proved as follows:
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For every formula ϕ, for every proof d, the following holds: if d is a proof of a sequent of the
form Γ, ϕ∨, then ` Γ,¬(ϕ∨) implies ` Γ.

The most interesting case occurs when ϕ = ϕ∨ is of the form
∨
i∈N ψi, and the last inference of d is of the

form

Γ,
∨
i∈N ψi, ψj

Γ,
∨
i∈N ψi

Given a proof of Γ,
∧
i∈N ¬ψi, apply weakening and the inner inductive hypothesis for the immediate

subproof of d to obtain a proof of Γ, ψj , apply inversion to obtain a proof of Γ,¬ψj , and then apply the
outer inductive hypothesis to the subformula ¬ψj of ϕ.

We now assign, to each formula ϕ(x̄) in the language of Q0 T i
Ω + (I ), an infinitary formula ϕ̂(x̄). More

precisely, to each formula ϕ(x̄) we assign a function Fϕ(x̄) of TΩ , in such a way that QT i
Ω proves “for

every x̄, Fϕ(x̄) is an infinitary propositional formula.” We may as well take ∨, ¬, and ∀ to be the logical
connectives of Q0 T i

Ω + (I ), and use the Shoenfield axiomatization of predicate logic given in the last
section. For formulas not involving Iα, the assignment is defined inductively as follows:

• ŝ = t is equal to > if s = t, and ⊥ otherwise.

• ϕ̂ ∨ ψ is equal to
∨
j θ̂j , where θ0 = ϕ and θj = ψ for j > 0.

• ̂∀x ϕ(x) is
∧
j ϕ̂(j).

• ¬̂ϕ is ¬ϕ̂.
If I corresponds to the inductive definition ψ(x, P ), the interpretation of x ∈ Iα is defined recursively:

x ∈ Iα =

{
⊥ if α = e

̂ψ(x, I≺α) otherwise.

The following lemma asserts that this interpretation is sound.
Lemma 4.15. If Q0 TΩ + (I ) proves ϕ(x̄), then QT i

Ω proves that for every x̄, ` ϕ̂(x̄).

Proof. We simply run through the axioms and rules of inference in Q0 TΩ + (I ). If s = t is a theorem of
TΩ , it is also a theorem of QT i

Ω . Hence QT i
Ω proves ŝ = t = >, and so ` ŝ = t.

The interpretation of the logical axioms and rules are easily validated in the infinitary propositional
calculus augmented with the cut rule, and the interpretation of the defining axioms for Iα are trivially
verified given the translation of t̂ ∈ Iα. This leaves only induction on N and transfinite induction on Ω.
We will consider transfinite induction on Ω; the treatment of induction on N is similar.

We take transfinite induction to be given by the rule “from ϕ(e) and α 6= e ∧ ∀n ϕ(α[n]) → ϕ(α)
conclude ϕ(α).” Arguing in Q0 TΩ + (I ), suppose for every instantiation of α and the parameters of ϕ
there is an infinitary derivation of the ·̂ translation of these hypothesis. Fixing the other parameters, use
transfinite induction to show that for every α there is an infinitary proof of ϕ̂(α). When α = e, this is
immediate. In the inductive step we have infinitary proofs of ϕ̂(α[n]) for every n. Applying the

∧
-rule,

we obtain an infinitary proof of ̂∀n ϕ(α[n]), and hence, using ordinary logical operations in the calculus
with cut, a proof of ϕ̂(α).

We note that with a little more care, one can obtain cut-free proofs of the induction and transfinite
induction axioms; see, for example, [21].
Lemma 4.16. Let ϕ be a formula of the form ∀x̄ ∃ȳ R(x̄, ȳ), where R is primitive recursive. Then QT i

Ω

proves that ` ϕ̂ implies ϕ.

Proof. Using a primitive recursive coding of tuples we can assume, without loss of generality, that each of
x̄ and ȳ is a single variable. Using the inversion lemma, it suffices to prove the statement for Σ1 formulas,
which we can take to be of the form ∃y S(y) for some primitive recursive S. Use induction on proofs to
prove the slightly more general claim that given any proof of either { ̂∃y S(y)} or { ̂∃y S(y),⊥} there is a
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j satisfying S(j). In a proof of either sequent, the last rule rule can only have been a
∨

rule, applied to a
sequent of the form {Ŝ(j)} or { ̂∃y S(y), Ŝ(j)}. If Ŝ(j) equals >, j is the desired witness; otherwise, apply
the inductive hypothesis.

Putting the pieces together, we have shown:
Theorem 4.17. Every Π2 theorem of Q0 TΩ + (I ) is a theorem of QT i

Ω .
Together with Theorems 4.7 and 4.10, this yields Theorem 4.5. Note that every time we used induction

on formulas or proofs in the lemmas above, the arguments give explicit constructions that are represented
by terms of TΩ . So we actually obtain, from an ID1 proof of a Π2 sentence, a TΩ term witnessing the
conclusion and a proof that this is the case in QT i

Ω . By Theorem 4.4, this can be converting to a proof in
TΩ , if desired.

Our reduction of ID1 to a constructive theory has been carried out in three steps, amounting, essentially,
to a functional interpretation on top of a straightforward cut elimination argument. A similar setup
is implicit in the interpretation of ID1 due to Buchholz [21], where a forcing interpretation is used in
conjunction with an infinitary calculus akin to the one we have used here. We have also considered
alternative reductions of Q0 TΩ + (I ) that involve either a transfinite version of the Friedman A-translation
[33] or a transfinite version of the Dialectica interpretation. These yield interpretations of Q0 TΩ + (I )
not in QT i

Ω , however, but in a Martin-Löf type theory ML1 V with a universe and a type of well-founded
sets [1]. ML1 V is known to have the same strength as ID1 , but although many consider ML1 V to be a
legitimate constructive theory in its own right, we do not know of any reduction of ML1 V to one of the
other constructive theories listed in Theorem 4.4 that does not subsume an reduction of ID1 . Thus the
methods described in this section seem to provide an easier route to a stronger result.

4.5 Iterating the interpretation

In this section, we consider theories IDn of finitely iterated inductive definitions. These are defined in the
expected way: IDn+1 bears the same relationship to IDn that ID1 bears to PA. In other words, in IDn+1

one can introduce a inductive definitions given by formulas ψ(x, P ), where ψ is a formula in the language
of IDn together with the new predicate P , in which P occurs only positively.

In a similar way, taking TΩ1
to be TΩ , we can define a sequence of theories TΩn

. For each n ≥ 1
take TΩn+1

to add to TΩn
a type Ωn+1 of trees branching over Ωn, with corresponding constant e and

functionals sup : (Ωn → Ωn+1) → Ωn+1 and sup−1 : Ωn+1 → (Ωn → Ωn+1). Once again, we extend
primitive recursion in TΩn to the larger system and add a principle of primitive recursion on Ωn+1. The
theories QT i

Ωn+1
are defined analogously. It will be convenient to act as though for each i < j, Ωj is closed

under unions indexed by N or Ωi; this can arranged by fixing injections of N and each Ωi into Ωj−1.
In this section, we show that our interpretation extends straightforwardly to this more general setting,

yielding the following generalization of Theorem 4.5:
Theorem 4.18. Every Π2 sentence provable in IDn is provable in QT i

Ωn
.

The interpretation can be further extended to theories of transfinitely iterated inductive definitions, as
described in [23]. We do not, however, know of any ordinary mathematical arguments that are naturally
represented in such theories.

First, we extend the theories OR1 + (I ) to theories ORn + (I ) in the expected way. In addition to the
schema of ω bounding, we add a schema of Ωj bounding for each j < n: for each i < j and formula ϕ with
quantifiers ranging over the types N,Ω1, . . . ,Ωi, we add the axiom

∀αΩi ∃βΩj ϕ(α, β)→ ∃β ∀α ∃γΩi ϕ(α, β[γ]). (4.8)

The fixed points I1, . . . , In of IDn are interpreted iteratively according to the recipe in Section 4.2. In
particular, if ψj(x, P ) is gives the definition of the jth inductively defined predicate Ij , the translation of
ψj has quantifiers ranging over at most Ωj−1; t ∈ Ij is interpreted as ∃αΩj (t ∈ Ij,α), where the predicates
Ij(α, x) are defined in analogy to I(α, x). This yields:
Theorem 4.19. If IDn proves ϕ, then ORn + (I ) proves ϕ̂.
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Next, we define theories QnTΩn + (I ) in analogy to the theory Q0 TΩ + (I ) of Section 4.3. Now it
is quantification over the types N,Ω1, . . . ,Ωn−1 that is considered “small,” and absorbed into the target
theory. In particular, the bounding axioms for these types are unchanged by the functional interpretation.
Ωn bounding, induction on N , and transfinite induction on Ωn are interpreted as before. In other words,
with the corresponding modifications to ϕS , we have the analogue to Theorem 4.10:
Theorem 4.20. Suppose ORn + (I ) proves ϕ, and ϕS is the formula ∀a ∃b ϕS(a, b). Then there are terms
b of TΩn

involving at most the variables a and the free variables of ϕ of type Ωn such that QnTΩn
+ (I )

proves ϕS(a, b).
In the last step, we have to embed QnTΩn + (I ) into an infinitary proof system in QT i

Ωn
. The method

of doing this is once again found in [80, 81], and an extension of the argument described in Section 4.4.
We extend the definition of the infinitary propositional formulas so that when, for each α ∈ Ωj with j < n,
ϕα is a formula, so are

∨
α∈Ωj

ϕα and
∧
α∈Ωj

ϕα. The proof of cut elimination, and the verification of
transfinite induction and the defining axioms for the predicates Ij(α, x), are essentially unchanged. The
only additional work that is required is to handle the bounding axioms; this is taken care of using a
style of bounding argument that is fundamental to the ordinal analysis of such infinitary systems (see
[72, 73, 80, 81]).
Lemma 4.21. For every i < j < n and formula ϕ(α, β) with quantifiers ranging only over N,Ω1, . . . ,Ωj−1,
QT i

Ωn
proves the translation of the bounding axiom (4.8).

Proof (sketch). Since QT i
Ωn

establishes the provability of the law of the excluded middle in the infinitary
language, it suffices to show that for every sequent Γ with quantifiers ranging over at most Ωi, if `
Γ,∀αΩi ∃βΩj ϕ(α, β), then there is a β in Ωj such that for every α in Ωi, ` ∃γΩi ϕ(α, β[γ]). But this is
essentially a consequence of the “Boundedness lemma for Σ” in Sieg [81, page 182].

This gives us the proper analogue of Theorem 4.17, and hence Theorem 4.18.
Theorem 4.22. Every Π2 theorem of QnTΩn

+ (I ) is a theorem of QT i
Ωn

.

Appendix: Kreisel’s trick and induction with parameters

For completeness, we sketch a proof of Proposition 4.3. Full details can be found in [44, 45].
Proposition 4.3. The following is a derived rule of TΩ :

ϕ(e, x) α 6= e ∧ ϕ(α[g(α, x)], h(α, x))→ ϕ(α, x)
ϕ(s, t)

for quantifier-free formulas ϕ.

Proof. We associate to each node of an element of Ω a finite sequence σ of natural numbers, where the ith
child of the node corresponding to σ is assigned σ (̂i). Then the subtree ασ of α rooted at σ (or e if σ is
not a node of α) can be defined by recursion on Ω as follows:

eσ = e

(sup f)σ =
{

sup f if σ = ∅
(f(i))τ if σ = (i)̂ τ

Here ∅ denotes the sequence of length 0.
Now, given ϕ, g, and h as in the statement of the lemma, we define a function k(α, x, n) by primitive

recursion on n. The function k uses the the second clause of the rule to compute a sequence of pairs (σ, y)
with the property that ϕ(ασ, y) implies ϕ(α, x). For readability, we fix α and x and write k(n) instead of
k(α, x, n). We also write k0(n) for (k(n))0 and k1(n) for (k(n))1.

k(0) = (∅, x)

k(n+ 1) =

 (k0(n)̂ (g(αk0(n), k1(n))),
h(αk0(n), k1(n))) if αk0(n) 6= e

k(n) otherwise.
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Ordinary induction on the natural numbers shows that for every n, ϕ(αk0(n), k1(n)) implies ϕ(α, x). So,
it suffices to show that for some n, αk0(n) = e.

Since k0(0) ⊆ k0(1) ⊆ k0(2) ⊆ . . . is an increasing sequence of sequences, it suffices to establish
the more general claim that for every α and every function f from N to N , there is an n such that
α(f(0),...,f(n−1)) = e. To that end, by recursion on Ω, define

g(α, f) =
{

1 + g(α[f(0)], λn f(n+ 1)) if α 6= e
0 otherwise

Let h(m) = g(α(f(0),...,f(m−1)), λn f(n + m)). By induction on m we have h(0) = m + h(m) as long as
α(f(0),...,f(m−1)) 6= e. In particular, settingm = h(0), we have h(h(0)) = 0, which implies α(f(0),...,f(h(0)−1)) =
e, as required.

The following principles of induction and recursion were used in Section 4.3.
Proposition 4.9. The following are derived rules of Q0 TΩ :

θ(e, x) α 6= e ∧ ∀i ∀j θ(α[i], f(α, x, i, j))→ θ(α, x)
θ(α, x)

and
ψ(0, x) ∀j ψ(n, f(x, n, j))→ ψ(n+ 1, x)

ψ(n, x)

Proof. Consider the first rule. For any element α of Ω and finite sequence of natural numbers σ (coded
as a natural number), once again we let ασ denote the subtree of α rooted at σ. Let τ be the type of x.
We will define a function h(α, g, σ) by recursion on α, which returns a function of type N → τ , with the
property that h(α, g, ∅) = g, and for every σ, θ(ασ, x) holds for every x in the range of h(α, g, σ). Applying
the conclusion to h(α, λi x, ∅) will yield the desired result.

The function h is defined as follows:

h(α, g, σ) =
{
g if α = e or σ = ∅
h(α[i], λl f(α, g(l0), i, l1), σ′) if α 6= e and σ = σ ′̂ (i)

Using transfinite induction on α, we have

∀σ ∀v θ(ασ, h(α, g, σ)(v))

for every α, and hence and hence θ(α, h(α, λi x, ∅)(0)). Since h(α, λi x, ∅)(0) = (λi x)(0) = x, we have the
desired conclusion.

The second rule is handled in a similar way.
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Chapter 5

A Constructive Proof of the Mean
Ergodic Theorem1

Let T be a nonexpansive linear operator on a Hilbert space H, that is, a linear operator satisfying ‖Tf‖ ≤
‖f‖ for all f ∈ H. For each n ≥ 1, let Snf = f + Tf + . . . + Tn−1f denote the sum of first n iterates
of T on f , and let Anf = Snf/n denote their average. The von Neumann ergodic theorem asserts that
the sequence Anf converges in the Hilbert space norm. The most important example occurs when T is a
Koopman operator Tf = f ◦ τ on L2(X ), where τ is a measure preserving transformation of a probability
space X = (X,B, µ). In that setting, the Birkhoff pointwise ergodic theorem asserts that the sequence
Anf converges pointwise almost everywhere, and in the L1 norm, for any f in L1(X ).

It is known that, in general, the sequence (Anf) can converge very slowly. For example, Krengel [63] has
shown that for any ergodic automorphism of the unit interval under Lebesgue measure, and any sequence
(an) of positive reals converging to 0, no matter how slowly, there is a subset A of the interval such that

lim
n→∞

1
an
|An(χA)− µ(A)| =∞

almost everywhere, and

lim
n→∞

1
an
‖An(χA)− µ(A)‖p =∞

for every p ∈ [1,∞). For related results and references, see [47, Section 0.2] and [64, notes to Section 1.2]
for related results and references.) Here, however, we will be concerned with the extent to which a bound
on the rate of convergence can be computed from the initial data. That is, given H, T , and f in the
statement of the von Neumann ergodic theorem, we can ask whether it is possible to compute, for each
rational ε > 0, a value r(ε), such that for every n greater or equal to r(ε), we have ‖Ar(ε)f −Anf‖ < ε.

Determining whether such an r is computable from the initial data is not the same as determining its
rate of growth. For example, if (an)n∈N is any computable sequence of rational numbers that decreases
monotonically to 0, then a rate of convergence can be computed trivially from the sequence: given ε, one
need only run through the elements of the sequence and until one of them drops below ε. On the other
hand, it is relatively easy to construct a computable sequence (bn) of rational numbers that converge to 0,
for which there is no computable bound on the rate of convergence. It is also relatively easy to construct a
computable, monotone, bounded sequence (cn) of rationals that does not have a computable limit, which
implies that there is no computable bound on the rate of convergence of this sequence, either. These
examples are discussed in [11, 13].

In situations where the rate of convergence of the ergodic averages is not computable from T and f ,
is there any useful information to be had? The logical form of a statement of convergence provides some
guidance. The assertion that the sequence (Anf) converges can be represented as follows:

∀ε > 0 ∃n ∀m ≥ n (‖Amf −Anf‖ < ε). (5.1)
1This chapter is joint work and jointly written with Jeremy Avigad and Philipp Gerhardy
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A bound on the rate of convergence is a function r(ε) that returns a witness to the existential quantifier
for each ε > 0. It is the second universal quantifier that leads to noncomputability, since, in general, there
is no finite test that can determine whether a particular value of n is large enough. But, classically, the
statement of convergence is equivalent to the following:

∀ε > 0,M : N→ N ∃n (M(n) ≥ n→ ‖AM(n)f −Anf‖ < ε). (5.2)

To see this, note that if, for some ε > 0, the existential assertion in (5.1) is false, then for every n there
is an m ≥ n such that ‖Amf − Anf‖ ≥ ε. In that case, ε together with any function M(n) that returns
such an m for each n represents a counterexample to (5.2). Assertion (5.1) is therefore equivalent to the
statement that there is no such counterexample, i.e. assertion (5.2).

But now notice that if (5.2) is true, then for each ε > 0 and M one can compute a witness to the
existential quantifier in (5.2) simply by trying values of n until one satisfying ‖AM(n)−An‖ is found. Thus,
(5.2) has an inherent computational interpretation. In particular, given any function K(n), suppose we
apply (5.2) to a function M(n) which, for each n, returns a value m in the interval [n,K(n)] maximizing
‖Amf −Anf‖. In that case, (5.2) asserts

∀ε > 0 ∃n ∀m ∈ [n,K(n)] ‖Amf −Anf‖ < ε.

In other words, if r(ε) is a function producing a witness to the existential quantifier, then, rather than
computing an absolute rate of convergence, r(ε) provides, for each ε > 0, a value n such that the ergodic
averages Amf are stable to within ε on the interval [n,K(n)].

It is now reasonable to ask for an explicit bound on r(ε), expressed in terms of in terms of K, T , f ,
and ε. In Section 5.1, we obtain bounds on r(ε) that, in fact, depend only on K and ρ = d‖f‖/εe. Since
the bound on the rate of convergence is clearly monotone with ρ, our results show that, for fixed K, the
bounds are uniform on any bounded region of the Hilbert space and independent of T . As special cases,
we have the following:

• If K = nO(1), then r(f, ε) = 22O(ρ2 log log ρ)
.

• If K = 2O(n), then r(f, ε) = 21
O(ρ2), where 2xn denotes the nth iterate of y 7→ 2y starting with x.

• If K = O(n) and T is an isometry, then r(f, ε) = 2O(ρ2 log ρ).
Fixing ρ and a parameterized class of functions K, one similarly obtains information on the dependence
of the bounds on the parameters defining K.

The techniques given here can also be extended to the pointwise ergodic theorem, as is done in [13].
Our constructive versions of the mean and pointwise ergodic theorems are examples of Kreisel’s no-

counterexample interpretation [60, 61]. Our extractions of bounds can be viewed as applications of a body
of proof theoretic results that fall under the heading “proof mining” (see, for example, [54, 57, 58]). What
makes it difficult to obtain explicit information from the usual proofs of the mean ergodic theorem is their
reliance on a nonconstructive principle, namely, the assertion that any bounded increasing sequence of real
numbers converges. Qualitative features of our bounds—specifically, the dependence only on ‖f‖, K, and
ε—are predicted by the general metamathematical results of Gerhardy and Kohlenbach [38]. Moreover,
methods due to Kohlenbach make it possible to extract useful bounds from proofs that make use of
nonconstructive principles like the one just mentioned. These connections are explained in Section 5.4.

In the field of constructive mathematics, one is generally interested in obtaining constructive analogues
of nonconstructive mathematical theorems. Other constructive versions of the ergodic theorems, due to
Bishop [15, 16, 17], Nuber [70], and Spitters [85], are discussed in Sections 5.2 and 5.3. Connections to
the field of reverse mathematics are also discussed in Section 5.3.

5.1 A constructive mean ergodic theorem

Given any operator T on a Hilbert space and n ≥ 1, let Snf =
∑
i<n T

if , and let Anf = 1
nSnf . The

Riesz version of the mean ergodic theorem is as follows.
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Theorem 5.1. If T is any nonexpansive linear operator on a Hilbert space and f is any element, then the
sequence (Anf) converges.

We present a proof in a form that will be amenable to extracting a constructive version.

Proof. Let M = {f | Tf = f} be the subspace consisting of fixed-points of T , and let N be the subspace
generated by vectors of the form u−Tu (that is, N is the closure of the set of linear combinations of such
vectors).

For any g of the form u− Tu we have ‖Ang‖ = 1
n‖u− T

nu‖ ≤ 2‖u‖/n, which converges to 0. Passing
to limits (using the fact that An satisfies ‖Anv‖ ≤ ‖v‖ for any v), we have that Ang converges to 0 for
every g ∈ N .

On the other hand, clearly Anh = h for every h ∈M . For arbitrary f , write f = g + h, where g is the
projection of f on N , and h = f − g. It suffices to show that h is in M . But we have

‖Th− h‖2 = ‖Th‖2 − 2〈Th, h〉+ ‖h‖2

≤ ‖h‖2 − 2〈Th, h〉+ ‖h‖2

= 2〈h, h〉 − 2〈Th, h〉
= 2〈h− Th, h〉,

(5.3)

and the right-hand side is equal to 0, since h is orthogonal to N . So Th = h.

The last paragraph of proof shows that N⊥ ⊆ M , and moreover that Anf converges to h. It is also
possible to show that M⊥ ⊆ N , and hence M = N⊥, which implies that h is the projection of f on M .
We will not, however, make use of this additional information below.

As indicated in the introduction, the mean ergodic theorem is classically equivalent to the following:
Theorem 5.2. Let T and f be as above and let M : N→ N be any function satisfying M(n) ≥ n for every
n. Then for every ε > 0 there is an n ≥ 1 such that ‖AM(n)f −Anf‖ ≤ ε.

Our goal here is to provide a constructive proof of this theorem. We will, in particular, provide explicit
bounds on n solely in terms of M and ‖f‖/ε.

For the rest of this section, we fix a nonexpansive map T and an element f of the Hilbert space. A
moment’s reflection shows that Anf lies in the cyclic subspace Hf spanned by {f, Tf, T 2f, . . .}, and so it
suffices to consider the subspace Nf spanned by vectors of the form T if − T i+1f . Let g be the projection
of f onto Nf . Then g is the limit of the sequence (gi)i∈N, where, for each i, gi is the projection of f onto
the finite dimensional subspace spanned by

f − Tf, Tf − T 2f, . . . , T if − T i+1f.

The sequence (gi) can be defined explicitly by

g0 =
〈f, f − Tf〉
‖f − Tf‖2

(f − Tf),

and

gi+1 = gi +
〈f − gi, T if − T i+1f〉
‖T if − T i+1f‖2

(T if − T i+1f).

For each i, we can write gi = ui − Tui, where the sequence (ui)i∈N is defined by

u0 =
〈f, f − Tf〉
‖f − Tf‖2

f,

and

ui+1 = ui +
〈f − gi, T if − T i+1f〉
‖T if − T i+1f‖2

T if.

Note that this representation of gi as an element of the form u− Tu is not unique, since if u and u′ differ
by any fixed point of T , u− Tu = u′ − Tu′.

45



Finally, if we define the sequence (ai)i∈N by ai = ‖gi‖, then (ai) is nondecreasing and converges to ‖g‖.
We will see in Section 5.3 that a bound on the rate of convergence of (ai) might not be computable from
T and f . Our strategy here will be to show that, given a fixed “counterexample” function M as in the
statement of Theorem 5.2, the fact that the sequence (ai) is bounded and increasing allows us to bound
the number of times that M can foil our attempts to provide a witness to the conclusion of the theorem.

First, let us record some easy but useful facts:
Lemma 5.3. 1. For every n and f , ‖Anf‖ ≤ ‖f‖.

2. For every n and u, An(u− Tu) = (u− Tnu)/n, and ‖An(u− Tu)‖ ≤ 2‖u‖/n.
3. For every f , g, and ε > 0, if ‖f − g‖ ≤ ε, then ‖Anf −Ang‖ ≤ ε for any n.
4. For every f , if 〈f, f − Tf〉 ≤ ε, then ‖Tf − f‖ ≤

√
2ε.

Proof. The first two are straightforward calculations, the third follows from the first by the linearity of
An, and the fourth follows from inequality (5.3) in the proof of Theorem 5.1.

Lemma 5.4. For every f , if ‖Tf−f‖ ≤ ε, then for every m ≥ n ≥ 1 we have ‖Amf−Anf‖ ≤ (m−n)ε/2.
In particular, if ‖Tf − f‖ ≤ ε and m ≥ 1, then ‖Amf − f‖ ≤ mε/2.

Proof. Suppose m ≥ n ≥ 1. Then

‖Amf −Anf‖ = ‖ 1
m

m−1∑
i=0

T if − 1
n

n−1∑
j=0

T jf‖

=
1
mn
‖n

m−1∑
i=0

T if −m
n−1∑
j=0

T jf‖

=
1
mn
‖n

m−1∑
i=n

T if − (m− n)
n−1∑
j=0

T jf‖

There are now n · (m−n) instances of T if in the first term and n · (m−n) instances of T jf in the second
term. Pairing them off and using that ‖T if − T jf‖ ≤ (i− j) · ε for each such pair, we have

. . . ≤ 1
mn

nm−1∑
i=n

i− (m− n)
n−1∑
j=0

j

 ε

=
1
mn

(
n

(
m(m− 1)

2
− n(n− 1)

2

)
− (m− n)

(
n(n− 1)

2

))
ε

=
1
mn

(
n

(
m(m− 1)

2

)
−m

(
n(n− 1)

2

))
ε

= (m− n)ε/2

as required.

We now turn to the proof of the constructive mean ergodic theorem proper. The first lemma relates
changes in gi to changes in ai.
Lemma 5.5. Suppose |aj − ai| ≤ ε2/(2‖f‖). Then ‖gj − gi‖ ≤ ε.

Proof. Assume, without loss of generality, j > i. Since gj is the projection of f onto a bigger subspace,
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gj − gi is orthogonal to gi. Thus, by the Pythagorean theorem, we have

‖gj − gi‖2 = ‖gj‖2 − ‖gi‖2

= |a2
j − a2

i |
= |aj − ai| · |aj + ai|

≤ ε2

2‖f‖
· 2‖f‖

= ε2,

as required.

The next lemma introduces a strategy that we will exploit a number of times. Namely, we define an
increasing function F such that if, for some j, ‖gF (j)−gj‖ is sufficiently small, we have a desired conclusion;
and then argue that because the sequence (ai) is nondecreasing and bounded, sufficiently many iterations
of F will necessarily produce such a j. (In the next lemma, we use F (j) = j + 1.)
Lemma 5.6. Let ε > 0, let d = d(ε) = d32‖f‖4/ε4e. Then for every i there is a j in the interval [i, i+ d)
such that ‖T (f − gj)− (f − gj)‖ ≤ ε.

Proof. By Lemma 5.3.4, to obtain the conclusion, it suffices to ensure 〈f − gj , f − gj − T (f − gj)〉 ≤ ε2/2.
We have

〈f − gj , f − gj − T (f − gj)〉 = 〈f − gj , f − Tf〉+ 〈f − gj , T gj − gj〉
= 〈f − gj , T gj − gj〉

because gj is the projection of f on a space that includes f − Tf , and f − gj is orthogonal to that space.
Recall that gj is a linear combination of vectors of the form T kf − T k+1f for k ≤ j, and gj+1 is the
projection of f onto a space that includes Tgj − gj . Thus, continuing the calculation, we have

. . . = 〈f − gj+1, T gj − gj〉+ 〈gj+1 − gj , T gj − gj〉
= 〈gj+1 − gj , gj − Tgj〉
≤ ‖gj+1 − gj‖ · ‖Tgj − gj‖
≤ ‖gj+1 − gj‖(‖Tgj‖+ ‖gj‖)
≤ 2‖gj+1 − gj‖ · ‖f‖

Thus, if ‖gj − gj+1‖ ≤ ε2

4‖f‖ , we have the desired conclusion.
Consider the sequence ai, ai+1, ai+2, . . . , ai+d−1. Since the aj ’s are increasing and bounded by ‖f‖, for

some j ∈ [i, i+ d) we have |aj+1 − aj | ≤ ‖f‖d ≤
ε4

32‖f‖3 . By Lemma 5.5, this implies ‖gj − gj+1‖ ≤ ε2

4‖f‖ , as
required.

Lemma 5.7. Let ε > 0, let n ≥ 1, and let d′ = d′(n, ε) = d(2ε/n) = d2n4‖f‖4/ε4e. Then for any i, there
is an j in the interval [i, i+ d′) satisfying ‖An(f − gj)− (f − gj)‖ ≤ ε.

Proof. By the previous lemma, there is some j in the interval [i, i+ d′) such that ‖T (f − gj)− (f − gj)‖ ≤
2ε/n. By Lemma 5.4 this implies ‖An(f − gj)− (f − gj)‖ ≤ ε.

Lemma 5.8. Let ε > 0, let m ≥ 1, let d′′ = d′′(m, ε) = d′(m, ε/2) = d32m4‖f‖4/ε4e. Further suppose
‖gi − gi+d′′‖ ≤ ε/4. Then for any n ≤ m, ‖An(f − gi)− (f − gi)‖ ≤ ε.
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Proof. By the previous lemma, for any n ≤ m, there is some j in the interval [i, i + d′′) such that
‖An(f − gj)− (f − gj)‖ ≤ ε/2. This implies

‖An(f − gi)− (f − gi)‖ ≤ ‖An(f − gi)−An(f − gj)‖
+ ‖An(f − gj)− (f − gj)‖+ ‖(f − gj)− (f − gi)‖

= ‖An(gj − gi)‖+ ‖An(f − gj)− (f − gj)‖+ ‖gi − gj‖
≤ ‖An(f − gj)− (f − gj)‖+ 2‖gj − gi‖
≤ ε

as required.

Lemma 5.9. Let ε > 0, let m ≥ 1, let d′′′ = d′′′(m, ε) = d′′(m, ε/2) = d29m4‖f‖4/ε4e. Further suppose
‖gi − gi+d′′′‖ ≤ ε/8. Then for any n ≤ m, ‖Am(f − gi)−An(f − gi)‖ ≤ ε.

Proof. Apply the previous lemma with ε/2 in place of ε. Then for every n ≤ m,

‖Am(f − gi)−An(f − gi)‖ ≤ ‖Am(f − gi)− (f − gi)‖+
‖An(f − gi)− (f − gi)‖

≤ ε/2 + ε/2 = ε,

as required.

Let us consider where we stand. Given ε > 0 and a function M satisfying M(n) ≥ n for every n, our
goal is to find an n such that ‖AM(n)f −Anf‖ ≤ ε. Now, for any n and i, we have

‖AM(n)f −Anf‖ = ‖AM(n)(f − gi) +AM(n)gi − (An(f − gi) +Angi)‖
≤ ‖AM(n)(f − gi)−An(f − gi)‖+ ‖AM(n)gi‖+ ‖Angi‖.

Lemma 5.9 tells us how to ensure that the first term on the right-hand side is small: we need only find an
i such that ‖gi+d′′′ − gi‖ is small, for some d′′′, depending on M(n), that is sufficiently large. On the other
hand, by Lemma 5.3 and M(n) ≥ n, we have ‖Angi‖ ≤ ‖ui‖/(2n) and ‖AM(n)gi‖ ≤ ‖ui‖/(2M(n)) ≤
‖ui‖/(2n). Thus, to guarantee that the remaining two terms are small, it suffices to ensure that n is
sufficiently large, in terms of ui.

There is some circularity here: our choice of i depends on M(n), and hence n, whereas our choice of n
depends on ui, and hence i. The solution is to define sequences (ik)k∈N and (nk)k∈N recursively, as follows.
Set i0 = 1, and, assuming ik has been defined, set

nk = max(
⌈

2‖uik‖
ε

⌉
, 1) (5.4)

and

ik+1 = ik + d′′′(ε/2,M(nk)) = ik +
⌈

213M(nk)4‖f‖4

ε4

⌉
(5.5)

Let e = d29‖f‖2/ε2e, and consider the sequence ai0 , ai1 , . . . , aie−1 . Once again, since this is increasing and
bounded by ‖f‖, for some k < e we have |aik+1−aik | ≤ ε2/29‖f‖. Lemma 5.5 implies ‖gik+1−gik‖ ≤ ε/16.
Write i = ik and n = nk, so that ik+1 = i+ d′′′(M(n), ε/2). Applying Lemma 5.9, we have

‖AM(n)(f − gi)−An(f − gi)‖ ≤ ε/2.

On the other hand, from the definition of n = nk, we have

‖Angi‖ ≤ ‖ui‖/(2n) ≤ ε/4

and
‖AM(n)gi‖ ≤ ‖ui‖/(2n) ≤ ε/4,

so ‖AM (n)f − Anf‖ ≤ ε, as required. Notice that the argument also goes through for any sequences (ik)
and (nk) that grow faster than the ones we have defined, that is, satisfy (5.4) and (5.5) with “=” replaced
by “≥.” In sum, we have proved the following:
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Lemma 5.10. Given T , f , ε, and M , sequences (ik) and (nk) as above, and the value e as above, there
is an n satisfying 1 ≤ n ≤ ne−1 and ‖AM(n)f −Anf‖ ≤ ε.

This is almost the constructive version of the ergodic theorem that we have promised. The problem is
that the bound, ie, is expressed in terms of sequence of values ‖ui‖ as well as the parameters M , f , and
ε. The fact that the term ‖T if − T i+1f‖ appears in the denominator of a fraction in the definition of the
sequence (ui) makes it impossible to obtain an upper bound in terms of the other parameters. But we can
show that if, for any i, ‖T if − T i+1f‖ is sufficiently small (so T if is almost a fixed point of T ), we can
find alternative bounds on an n satisfying the conclusion of our constructive mean ergodic theorem. Thus
we can obtain the desired bounds on n by reasoning by cases: if T if −T i+1f is sufficiently small for some
i, we are done; otherwise, we can bound ‖ui‖.

The analysis is somewhat simpler in the case where T is an isometry, since then ‖T if − T i+1f‖ =
‖f − Tf‖ for every i. Let us deal with that case first.
Lemma 5.11. If T is an isometry, then for any m ≥ 1 and ε > 0, one of the following holds:

1. ‖Amf − f‖ ≤ ε, or

2. ‖ui‖ ≤ (i+1)m‖f‖2
2ε for every i.

Proof. By the Cauchy-Schwartz inequality we have ‖u0‖ ≤ ‖f‖2/‖f −Tf‖. By Lemma 5.4, if ‖f −Tf‖ ≤
2ε/m then ‖Amf − f‖ ≤ ε.

Otherwise, 2ε/m < ‖f − Tf‖ = ‖T if − T i+1f‖ for every i. In that case, we have ‖u0‖ ≤ m‖f‖2
2ε , and,

since ‖f − gi‖ ≤ ‖f‖, we obtain

‖ui+1‖ ≤ ‖ui‖+
m‖f‖‖f − gi‖

2ε
≤ ‖ui‖+

m‖f‖2

2ε

for every i. The result follows by induction on i.

We can now obtain the desired bounds. If n = 1 does not satisfy ‖AM(n)f −Anf‖ ≤ ε, we have nk ≤
d (ik+1)M(1)‖f‖2

ε2 e for each k. Otherwise, let K be any nondecreasing function satisfying K(n) ≥M(n) ≥ n
for every n. From the definition of the sequence (ik), we can extract a function K̂(i) such that for every
k, K̂k(1) ≥ ik:

• ρ = d‖f‖/εe
• K̂(i) = i+ 213ρ4K((i+ 1)K(1)ρ2)
• e = 29ρ2

As long as f is nonzero, we have ρ ≥ 1, which ensures that K̂e(1) ≥ ne−1 and K̂e(1) ≥ 1. Thus, we have
‖AM(n)f −Anf‖ ≤ ε for some n ≤ K̂e(1).

On the other hand, given a nondecreasing function K to serve as a bound for M , the best a counterex-
ample function M(n) can do is return any m in the interval [n,K(n)] satisfying ‖Amf −Anf‖ > ε, if there
is one. Thus, we have the following:
Theorem 5.12. Let T be an isometry on a Hilbert space, and let f be any nonzero element of that
space. Let K be any nondecreasing function satisfying K(n) ≥ n for every n, and let K̂ be as defined
above. Then for every ε > 0, there is an n satisfying 1 ≤ n ≤ K̂e(1), such that for every m in [n,K(n)],
‖Amf −Anf‖ ≤ ε.

This is our explicit, constructive version of the mean ergodic theorem, for the case where T is an
isometry. If T is merely nonexpansive instead of an isometry, the argument is more complicated and
requires a more general version of Lemma 5.4.
Lemma 5.13. Assume T is a nonexpansive mapping on a Hilbert space, f is any element, m ≥ n ≥ 1, and
ε > 0. Then for any k, if n ≥ 2k‖f‖/ε > k, then either ‖T kf − T k+1f‖ > ε/(2m) or ‖Amf −Anf‖ ≤ ε.
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Proof. We have

‖Amf −Anf‖ =
1
mn
‖n

m−1∑
i=0

T if −m
n−1∑
j=0

T jf‖

≤ 1
mn
‖n

k−1∑
i=0

T if −m
k−1∑
j=0

T jf‖+
1
mn
‖n

m−1∑
i=k

T if −m
n−1∑
j=k

T jf‖

≤ 1
mn
‖(n−m)

k−1∑
j=0

T jf‖+
1
mn
‖n

m−k−1∑
i=0

T i(T kf)−m
n−k−1∑
j=0

T j(T kf)‖.

The first term is less than or equal to

(m− n)
mn

‖
k−1∑
i=0

T jf‖ ≤ k‖f‖
n
≤ ε/2.

Using an argument similar to the one used in the proof of Lemma 5.4, we have

1
nm
‖n

m−k−1∑
i=0

T i(T kf) − m

n−k−1∑
j=0

T j(T kf)‖ ≤ (m − n)‖T kf − T k+1f‖ ≤ m‖T kf − T k+1f‖

If ‖T kf − T k+1f‖ ≤ ε
2m , the second term in the last expression is also less than or equal to ε/2, in which

case ‖Amf −Anf‖ ≤ ε.

We now have an analogue to Lemma 5.11 for the nonexpansive case.
Lemma 5.14. For any i ≥ 0, n ≥ 1, and ε > 0, either

1. there is an n ≤ 2id‖f‖ε e such that ‖AM(n)f −Anf‖ ≤ ε, or

2. ‖ui‖ ≤ ‖f‖
2

2ε

∑i
j=0M(2jd‖f‖ε e)

Proof. Use induction on i. At stage i + 1, if clause 1 doesn’t hold, we have ‖AM(i+1)f − Ai+1f‖ > ε, in
which case we can use the inductive hypothesis, the previous lemma, and the definition of ui+1 to obtain
clause 2.

The definition of the sequences (ik) and (nk) remain valid. What has changed is that we now have a
more complex expression for the bounds on nk in the case where case 2 of Lemma 5.14 holds for each ik.
In other words, we have that for every k,

nk ≤

⌈
‖f‖2

ε2

ik∑
l=0

M(2ld‖f‖/εe)

⌉
.

unless there is an n ≤ 2ikd‖f‖/εe such that ‖AM(n)f−Anf‖ ≤ ε. Assuming K is a nondecreasing function

satisfying K(n) ≥M(n), we can replace this last bound by
⌈
‖f‖2
ε2 (ik + 1)K(2ikd‖f‖/εe)

⌉
. Define

• ρ = d‖f‖/εe
• K(i) = i+ 213ρ4K((i+ 1)K(2iρ)ρ2)
• e = 29ρ2

Then we have:
Theorem 5.15. Let T be a nonexpansive linear operator on a Hilbert space, and let f be any nonzero
element of that space. Let K be any nondecreasing function satisfying K(n) ≥ n for every n, and let K be
as defined above. Then for every ε > 0, there is an n satisfying 1 ≤ n ≤ K

e
(1), such that for every m in

[n,K(n)], ‖Amf −Anf‖ ≤ ε.
Direct calculation yields the following asymptotic bounds.

50



Theorem 5.16. Let T be any nonexpansive map on a Hilbert space, let K be any nondecreasing function
satisfying K(n) ≥ n for every n, and for every nonzero f and ε > 0, let rK(f, ε) be the least n ≥ 1 such
that ‖Amf −Anf‖ ≤ ε for every m in [n,K(n)].

• If K = nO(1), then rK(f, ε) = 22O(ρ2 log log ρ)
.

• If K = 2O(n), then rK(f, ε) = 21
O(ρ2).

• If K = O(n) and T is an isometry, then rK(f, ε) = 2O(ρ2 log ρ).
In these expressions, ρ abbreviates d‖f‖/εe and 2xn denotes the nth iterate of y 7→ 2y starting with x.

Alternatively, we can fix ρ and consider the dependence on K. Here are two special cases.
Theorem 5.17. Let T be an isometry on a Hilbert space, and let K be as above. Fix ρ = d‖f‖/εe.

• If K(x) = x+ c, then, as a function of c, rK(f, ε) = O(c).
• If K(x) = cx+ d, then, as a function of c, rK(f, ε) = cO(1).

5.2 Results from upcrossing inequalities

We are not the first to develop constructive versions of the ergodic theorems. A different type of construc-
tive ergodic theorem, upcrossing inequalities, can be used, indirectly, to obtain bounds on our constructive
mean ergodic theorem, Theorem 5.2, in the specific case where the operator in question is the Koopman
operator corresponding to a measure preserving transformation. Of course, the upcrossing inequalities
characterize the overall oscillatory behavior of a sequence, and thus provide a more information. On the
other hand, our results in Section 5.1 apply to any nonexpansive mapping on a Hilbert space, and so are
more general. There are further differences: because we obtain our pointwise results from our constructive
version of the mean ergodic theorem, the L2 norm ‖f‖2 of f plays a central role. In contrast, results
obtained using upcrossing techniques are more naturally expressed in terms of ‖f‖1 and ‖f‖∞. In this
section, we will see that when the two methods yield analogous results, they provide qualitatively different
bounds.

A sequence of real numbers an is said to admit k ε-fluctuations if there is a sequence

m1 < n1 ≤ m2 < n2 ≤ . . . ≤ mk < nk

such that for every i, 1 ≤ i ≤ k, |ami − ani | ≥ ε. Let T be the Koopman operator arising from a
measure preserving transformation on X . By the mean ergodic theorem, for every ε > 0, the number kε
of ε-fluctuations is finite. Kachurovskii [47, Theorem 29] shows:
Theorem 5.18. Let f be any element of L∞(X ). Then for every ε > 0,

kε ≤ C
(
‖f‖∞
ε

)4(
1 + ln

(
‖f‖∞
ε

))
for some constant C.

Now, given any counterexample function M satisfying M(n) ≥ n for every n, consider the sequence

A1f,AM(1)f,AM(M(1))f, . . . , AMkε+1(1)f.

At least one step must change by less than ε. Thus, we have the following analogue to our Theorem 5.15:
Theorem 5.19. Let T be a Koopman operator corresponding to a measure preserving transformation of
a space X and let f be any element of L∞(X ). Let K be any function satisfying K(n) ≥ n for every
n. Let k(f, ε) be the bound on kε given in the preceding theorem. Then for every ε > 0, there is an n,
1 ≤ n ≤ Kk(f,ε)(1), satisfying ‖Amf −Anf‖ ≤ ε for every m ∈ [n,K(n)].

In other words, we can bound a witness to the conclusion of the constructive mean ergodic theorem with
k(f, ε) iterates of K. In contrast, Theorem 5.15 required e(f, ε) = Cd‖f‖2/εe iterates of a faster-growing
function K.
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5.3 Computability of rates of convergences

Suppose (an)n∈N is any sequence of rational numbers that decreases monotonically to 0. No matter how
slowly the sequence converges, if one is allowed to query the values of the sequence, one can compute a
function r(ε) with the property that for every rational ε > 0 and every m > r(ε), |am − ar(ε)| < ε. The
algorithm is simple: on input ε, just search for an m such that am < ε.

On the other hand, it is not hard to construct a computable sequence (an)n∈N of rational numbers
that converges to 0, with the property that no computable function r(ε) meets the specification above.
This is an easy consequence of the unsolvability of the halting problem. Let (Mi)i>0 be an enumeration of
Turing machines, and let ji be an enumeration of the natural numbers with the property that every natural
number appears infinitely often in the enumeration. For every i, let ai = 1/ji if Turing machine Mji , when
started input 0, halts in less than i steps, but not in i′ steps for any i′ < i such that ji′ = ji; and let ai = 0
otherwise. Then (aj) converges to 0, since once we have recognized all the machines among M1, . . . ,Mn

that eventually halt, ai remains below 1/n. But any any value r(1/n) meeting the specification above tells
us how long we have to wait to determine whether Mn halts, and so any such such r would enable us to
solve the halting problem.

In a similar way, one can construct a computable sequence (an)n∈N of rational numbers that is monotone
and bounded, but converges to a noncomputable real number. This, too, implies that no computable
function r(ε) meets the specification above. Such a sequence is known as a Specker sequence, and an
example is given in the proof of Theorem 5.20, below. Thus neither monotonicity nor the existence of a
computable limit alone is enough to guarantee the effective convergence of a sequence of rationals.

What these examples show is that the question as to whether it is possible to compute a bound on a
rate of convergence of a sequence from some initial data is not a question about the speed of the sequence’s
convergence, but, rather, its predictability. In this section, we show that in general, one cannot compute
a bound on the rate of convergence of ergodic averages from the initial data, although one can do so when
dealing when dealing with an ergodic transformation of a (finite) measure space.

The results in this section presuppose notions of computability for various objects of analysis. There
are a number of natural, and equivalent, frameworks for defining such notions. For complete detail, the
reader should consult Pour el and Richards [74] or Weihrauch [93]. To make sense of the results below,
however, the following sketchy overview should suffice.

The general strategy is to focus on infinitary objects that can be represented with a countable set
of data. For example, a real number can be taken to be represented by a sequence of rational numbers
together with a bound on its rate of convergence; the corresponding real number is said to be computable
if it has a computable representation. In other words, a computable real number is given by computable
functions a : N → Q and r : Q → N with the property that for every rational ε > 0, |am − ar(ε)| < ε
for every m ≥ r(ε). A function taking infinitary objects as arguments is said to be computable if the
output can be computed by a procedure that queries any legitimate representation of the input. For
example, a computable function f(x) from R to R is given by an algorithm which, given the ability to
request arbitrarily good rational approximations to x, produces arbitrarily good rational approximations
to y = f(x), in the sense above. In other words, f is given by algorithms that compute functions ay and
ry representing y, given the ability to query “oracles” ax and rx representing x.

Similar considerations apply to separable Hilbert spaces, where are assumed to come with a fixed choice
of basis. An element of the space can be represented by a sequence of finite linear combinations of basis
elements together with a bound on their rate of rate of convergence in the Hilbert space norm; once again,
such an element is said to be computable if it has a computable representation. The inner product and
norm are then computable operations on the entire space. A bounded linear operator can be represented
by the sequence of values on elements of the basis, and is computable if that sequence is. In general, a
computable bounded linear operator need not have a computable norm (see [11, 18]).

Computability with respect to a measure space can be understood in similar ways. A measurable
function is represented by a sequence of suitably simple functions that approximate it in the L1 norm,
together with a rate of convergence. Note that this means that a measurable function is represented only
up to a.e. equivalence. One can associate to any measure µ the bounded linear operator Tf =

∫
f dµ on

L1, and take µ to be represented by any representative of the associated T .

52



The following theorem shows that it is not always possible to compute a bound on the rate of conver-
gence of a sequence of ergodic averages from the initial data.
Theorem 5.20. There are a computable measure-preserving transformation of [0, 1] under Lebesgue mea-
sure and a computable characteristic function f = χA such that if f∗ = limnAnf , then ‖f∗‖2 is not a
computable real number.

In particular, f∗ is not a computable element of the Hilbert space, and there is no computable bound
on the rate of convergence of (Anf) in either the L2 or L1 norm.

Proof. First, observe that it suffices to prove the assertion in the first sentence. If f∗ were computable,
‖f∗‖2 would be computable, and if there were a computable bound on the rate of convergence of (Anf)
in the L2 norm, then f∗ would be a computable element of L2([0, 1]). Computable bounds on the rate
of convergence in either of the other senses mentioned in the second sentence would imply a computable
bound on the rate of convergence in the L2 norm.

We use a variant of constructions described in [11, 82]. First, suppose f is the characteristic function
of the interval [0, 1/2), and τ is the rotation τx = (x + a) mod 1, where a is either 0 or 1/2j for some
j ≥ 1. If a = 0, then f∗ = f and ‖f∗‖22 = 1/2. If a = 1/2j for any j ≥ 1, then f∗ is the constant function
equal to 1/2, and ‖f∗‖22 = 1/4. Thus knowing f∗ allows us to determine whether a = 0.

Our strategy will be to divide [0, 1) into intervals [1− 2i, 1− 2i+1), and let T rotate each interval by a
computable real number ai that depends on whether the ith Turing machine halts. With a suitable choice
of f , the limit f∗ of the sequence (Anf) will then encode information as to which Turing machines halt
on input 0.

The details are as follows. Let T (e, x, s) be Kleene’s T predicate, which asserts that s is a code for a
halting computation sequence of Turing machine e on input x. The predicate T is computable, but the set
{e | ∃s T (e, 0, s)} is not. Without loss of generality, we can assume that for any e and x there is at most
one s such that T (e, x, s) holds. We will prove the theorem by constructing computable τ and f such that
{e | ∃s T (e, 0, s)} is computable from ‖f∗‖.

Define the computable sequence (ai) of computable reals by setting

ai =
{

1/2i+j+1 if j is the unique j such that T (i, 0, j), if such j exists
0 otherwise

Let τ be the measure preserving transformation that rotates each interval [1− 2i, 1− 2i+1) by ai. To see
that the sequence (ai) is computable, remember that we only need to by able to compute approximations
to the ai’s uniformly; we can do this by testing T (i, 0, j) up to a sufficiently large value of j. To see that
τ is computable, remember that it is sufficient to be able to compute approximations to the value of T
applied to any simple function, given rational approximations to the the ai’s.

Let f be the characteristic function of the set
⋃
i[1− 2i, 1− 3 · 2i+2), so that f is equal to 1 on the left

half of each interval [1− 2i, 1− 2i+1) and 0 on the right half. Let f∗ = limnAnf . Then

‖f∗‖22 =
∑

{i | ∃j T (i,0,j)}

1
4
· 1

2i+1
+

∑
{i | ¬∃j T (i,0,j)}

1
2
· 1

2i+1

and
1
2
− ‖f∗‖22 =

∑
i∈N

1
2
· 1

2i+1
− ‖f∗‖22 =

∑
{i | ∃j T (i,0,j)}

1
2i+3

.

Calling this last expression r, it suffices to show that {i | ∃j T (i, 0, j)} is computable from r. But the
argument is now standard (see [74, Section 0.2, Corollary 2a] or [83, Theorem III.2.2]). For each n, let

rn =
∑

{i | ∃j≤n T (i,0,j)}

1
2i+3

.

Then the sequence (rn) is computable and increases monotonically to r. To determine whether Turing
machine i halts on input 0, it suffices to search for an n and an approximation to r sufficiently good to
ensure |r− rn| < 1/2i+3. Then we only need to check if there is a j < n such that T (i, 0, j) holds; if there
isn’t, T (i, 0, j) is false for every j.
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The proof of Theorem 5.20 relied on the fact that the system we constructed is not ergodic; we used
the behavior of the system on each ergodic component to encode the behavior of a Turing machine. The
next theorem and its corollary show that if, on the other hand, the space in question is ergodic, then one
always has a computable rate of convergence.
Theorem 5.21. Let T be a nonexpansive operator on a separable Hilbert space and let f be an element of
that space. Let f∗ = limnAnf . Then f∗, and a bound on the rate of convergence of (Anf) in the Hilbert
space norm, can be computed from f , T , and ‖f∗‖.

Proof. It suffices to show that one can compute a bound on the rate of convergence of (Anf) from the
given data. Assuming f is not already a fixed point of T , write f = f∗ + g, and let the sequences (gi),
(ui), and (ai) be defined as in Section 5.1. Then g = limi gi, and gi = ui − Tui and ai = ‖gi‖ for every i.
Let a = limi ai. Then a = ‖g‖2 =

√
‖f‖2 − ‖f∗‖2 can be computed from f and ‖f∗‖. For any m, n ≥ m,

and i, we have

‖Amf −Anf‖ = ‖Amg −Ang‖
≤ ‖Amgi −Angi‖2 + ‖Am(g − gi)‖+ ‖An(g − gi)‖
≤ ‖Amgi‖+ ‖Angi‖+ 2‖g − gi‖
≤ ‖Amgi‖+ ‖Angi‖+ 4(a− ai)‖f‖

as in the proof of Lemma 5.4. Given ε, using the given data we can now find an i such that the last term
on the right hand side is less than ε/2, compute ui, and then, using Lemma 5.3.2, determine an m large
enough so that for any n ≥ m, ‖Amgi‖+ ‖Angi‖ < ε/2.

Corollary 5.22. Let X = (X,B, µ) be a separable measure space, let τ be a an ergodic transformation
of X , and let T be the associated Koopman operator. Then for any f in L2(X ), bounds on the rate of
convergence in the L2 norm can be computed from f , T , and µ.

Proof. If the space is ergodic, f∗ is any constant function equal to
∫
f dµ a.e., and so ‖f∗‖2 = |

∫
f dµ|,

which is computable from f and µ. Thus, Theorem 5.21 gives the result for convergence in the L2 norm.

The issues raised here can be considered from a spectral standpoint as well. If T is a unitary transfor-
mation of a Hilbert space, then the spectral measure σf associated to f can be described in the following
way. For each k ∈ Z, let bk = 〈T kf, f) be the kth autocorrelation coefficient of f . Let T be the circle
with radius 1, identified with the interval [0, 2π). Let I be the linear operator on the complex Hilbert
space LC

2 (T) defined with respect to the basis 〈eikθ)k∈Z by I(eikθ) = bk. The sequence bk is a positive
definite sequence, and so by Bochner’s theorem (see [48, 69]), there is a positive measure σf on T such
that I(g) =

∫
g dσf . It is well known that ‖f∗‖22 = σf ({0}), and Kachurovskii [47, page 670] shows that

if f∗ = 0, then for every n and δ ∈ (0, π),

‖Anf‖2 ≤
√
σf (−δ, δ) +

4‖f‖2
n sin(δ/2)

.

This last expression shows that, in the case where f∗ = 0, one can compute a bound the rate of convergence
of (Anf) from a bound on the rate of convergence of σf (−δ, δ) as δ approaches 0. The problem is that
I is not necessarily a bounded linear transformation, and so σf is not generally computable from f .
Theorem 5.21 above shows that for any f it is nonetheless possible to compute f∗ from σf ({0}), f , and T .

For any set of natural numbers X, let X ′ denote the halting problem relative to X. The proof of
Theorem 5.20 shows, more generally, the following:
Theorem 5.23. For any set of natural numbers X, there are a Lebesgue-measure preserving transforma-
tion τ of [0, 1], computable from X, and a computable element f of L2([0, 1]), such that X ′ is computable
from ‖f∗‖2.

The results in this section can be adapted to yield information with respect to provability in restricted
axiomatic frameworks. Constructive mathematics, for example, aims to use only principles that can be
given a direct computational interpretation (see, for example, [16, 18]). There is also a long tradition
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of developing mathematics in classical theories that are significantly weaker than set theory. In the field
of reverse mathematics, this is done with an eye towards calibrating the degree of nonconstructivity of
various theorems of mathematics (see [83]); in the field of proof mining, this is done with an eye towards
mining proofs for additional information (see Section 5.4, below).

When a theorem of modern mathematics is not constructively valid, one can search for an “equal
hypothesis” substitute, i.e. a constructive theorem with the same hypotheses, and with a conclusion that
is easily seen to be classically equivalent to the original theorem. Bishop’s upcrossing inequalities, as
well as the results of Spitters [85], are of this form. The results of Section 5.1 are also of this form, and
are provable both constructively and in the weak base theory RCA0 of reverse mathematics. One can
also look for “equal conclusion” substitutes, by seeking classically equivalent but constructively stronger
hypotheses. Theorem 5.21 has this flavor, but it is hard to see how one can turn it into a constructive
theorem, because it is not clear how one can refer to ‖f∗‖2 without presupposing that (Anf) converges.
One can show, constructively and in RCA0 , that if the projection of f on the subspace N described in
the proof of Theorem 5.1 exists then (Anf) converges; but the assumption that the projection of f on M
exists is not sufficient (see [11, 85] and the corrigendum to the latter). An interesting equal conclusion
constructive version of the pointwise ergodic theorem can be found in Nuber [70].

Theorem 5.20 shows that the mean and pointwise ergodic theorems do not have constructive proofs.
In fact, in the setting of reverse mathematics, they are equivalent to a set-existence principle known as
arithmetic comprehension over RCA0 . For stronger results, see [11, 82].

5.4 Proof-theoretic techniques

The methods we have used belong to a branch of mathematical logic called “proof mining,” where the
aim is to develop general techniques that allow one to extract additional information from nonconstructive
or ineffective mathematical proofs. The program is based on two simple observations: first, ordinary
mathematical proofs can typically be represented in formal systems that are much weaker then axiomatic
set theory; and, second, proof theory provides general methods of analyzing formal proofs in such theories,
with an eye towards locating their constructive content. Traditional research has aimed to show that many
classical theories can be reduced to constructive theories, at least in principle, and has developed a variety of
techniques for establishing such reductions. These include double-negation translations, cut-elimination,
Herbrand’s theorem, realizability, and functional interpretations. (The Handbook of Proof Theory [25]
provides an overview of the range of methods.) Proof mining involves adapting and specializing these
techniques to specific mathematical domains where additional information can fruitfully be sought.

Our constructive versions of the mean and pointwise ergodic theorems are examples of Kreisel’s no-
counterexample interpretation [60, 61]. Effective proofs of such translated statements can often be obtained
using variants of Gödel’s functional (“Dialectica”) interpretation [41] (see also [10]). Ulrich Kohlenbach
has shown that the Dialectica interpretation can be used as an effective tool; see, for example, [54, 58].
For example, our constructive mean ergodic theorem, Theorem 5.15, provides bounds that depend only
on K and ‖f‖/ε. In fact, the usual proofs of the mean ergodic theorem can be carried out in axiomatic
frameworks for which the general metamathematical results of Gerhardy and Kohlenbach [38] guarantee
such uniformity.

While the methods of the paper just cited do show how one can find an explicit expression for the
requisite bound, the resulting expression would not yield, a priori, useful bounds. For that, a more refined
analysis, due to Kohlenbach [55], can be used. The nonconstructive content of the Riesz proof of the
mean ergodic theorem can be traced to the use of the principle of convergence for bounded monotone
sequences of real numbers. In formal symbolic terms, the fact that every bounded increasing sequence of
real numbers converges can be expressed as follows:

∀a : N→ R, c ∈ R(∀i (ai ≤ ai+1 ≤ c) → ∀ε > 0 ∃n ∀m ≥ n (|am − an| ≤ ε)).

Using a principle known as “arithmetic comprehension,” we can conclude that there is a function, r,
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bounding the rate of convergence:

∀a : N → R, c ∈ R (∀i (ai ≤ ai+1 ≤ c) → ∃r ∀ε > 0 ∀m ≥ r(ε) (|am − ar(ε)| ≤ ε)). (5.6)

In general, r cannot be computed from the sequence (ai). On the other hand, the proof of Theorem 5.21
shows that witnesses to the mean ergodic theorem can be computed from a bound r on the rate of
convergence, for a sequence (ai) that is explicitly computed from T and f . Moreover, the proof of this
fact can be carried out in a weak theory. Kohlenbach’s results show that, in such situations, one can
compute explicit witnesses to the Dialectica translation to the theorem in question from a weaker version
of principle (5.6):

∀a : N → R, c ∈ R (∀i (ai ≤ ai+1 ≤ c) → ∀ε > 0,M∃n (M(n) ≥ n → (|aM(n) − an| ≤ ε)).

This last principle can be given a clear computational interpretation: given ε and M , one can iteratively
compute 0,M(0),M(M(0)), . . . until one finds a value of n such that |aM(n) − an| ≤ ε. This information
can then be used to witness the Dialectica translation of the conclusion, that is, our constructive mean
ergodic theorem.

This strategy is clearly in evidence in Section 5.1. In practice, it is both infeasible and unnecessary
to express the initial proof in completely formal terms. Rather, one undertakes a good deal of heuristic
manipulation of the original proof, using the translation to determine what form intermediate lemmas
should have, and how they should be combined. The metamathematical results are therefore used as a
guide, providing both guarantees as to what results can be achieved, and the strategies needed to achieve
them.
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Chapter 6

Generalizing the Furstenberg
Correspondence

The Furstenberg correspondence [35] was originally developed in order to use ergodic methods to prove
Szemerédi’s Theorem, that every set of integers with positive upper Banach density contains arbitrarily
long arithmetic progressions. The correspondence is based on the following theorem:
Theorem 6.1. Let E ⊆ Z with positive upper Banach density be given. Then there is a dynamical system
(Y,B, µ, T ) and a set A ∈ B with µ(A) > 0 such that for any finite set of integers U , the upper Banach
density of

⋂
n∈U (E − n) is at least µ(

⋂
n∈U T

nA).
Bergelson [14] generalizes this to countable amenable groups:

Definition 6.2. If {In}n∈N is a left Følner sequence of G, for any E ⊆ G define

d{In}(E) = lim sup
n→∞

|E ∩ In|
|In|

Say E has positive upper density with respect to {In} if d{In}(E) > 0.
Theorem 6.3. Let G be a countable amenable group and assume that a set E ⊆ G has positive upper den-
sity with respect to a left Følner sequence {In}n∈N. Then there exists a dynamical system (X,B, µ, (Tg)g∈G)
and a set A ∈ B with µ(A) = d{In}(E) such that for any k ∈ N and g1, . . . , gk ∈ G, one has

d{In}(E ∩ g
−1
1 E ∩ · · · ∩ g−1

k E) ≥ µ(A ∩ T−1
g1 A · · · ∩ T

−1
gk
A)

In this chapter, we state a generalized version of this theorem and give two proofs. A proof using
combinatorial techniques based on those of Furstenberg’s will be given in Section 6.2, while a proof using
nonstandard analysis will be given in Section 6.4.

6.1 A Generalized Correspondence

Definition 6.4. Let G be a semigroup, and let {In} be a sequence of finite subsets of G. The sequence
{In} is a (left) Følner sequence if for each g ∈ G and each ε > 0, there is some Mg,ε such that whenever
n ≥Mg,ε,

|In 4 g · In|
|In|

< ε

Semigroups for which Følner sequences exist are precisely the countable amenable semigroups.
Theorem 6.5. Let S be a countable set and let G be a semigroup acting on S. Let X be a second countable
compact space. Let E : S → X be given, and let {In} be a Følner sequence of subsets of G.

Then there are a dynamical system (Y,B, ν, (Tg)g∈G) and measurable functions (with respect to the
Borel sets generated by the topology on X) Ẽs : Y → X for each s ∈ S such that the following hold:
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• For any g, s, Ẽgs = Ẽs ◦ Tg
• For any integer k, any continuous function u : Xk → R, and any finite sequence s1, . . . , sk,

lim inf
n→∞

1
|In|

∑
g∈In

u(E(gs1), . . . , E(gsk)) ≤
∫
u(Ẽs1 , . . . , Ẽsk)dν

≤ lim sup
n→∞

1
|In|

∑
g∈In

u(E(gs1), . . . , E(gsk))

To illustrate this, we give six special cases; the first five have been proven separately, while the sixth,
as far as we know, is novel. The first is Theorem 6.1 above:
Corollary 6.6 ([34],[35]). Let Ê ⊆ Z with positive upper Banach density be given. Then there are a
dynamical system (Y,B, µ, T ) and a set A ∈ B with µ(A) > 0 such that for any finite set of integers U , the
upper Banach density of

⋂
n∈U (E − n) is at least µ(

⋂
n∈U T

nA).

Proof. Apply Theorem 7.7 by letting G = S = Z and E := χÊ : Z → {0, 1}. Let the sequence {In} be a
sequence of intervals witnessing the positive upper Banach density of E.

This gives a dynamical system (Y,B, µ,Z). Let T be the action of 1 on Y . Set Ẽ := Ẽ1, so Ẽn = Ẽ ◦Tn
for each n. Then for any k, the function u : {0, 1}k → R given by

u(b1, . . . , bk) :=
∏
i≤k

bi

is continuous, so the upper Banach density of
⋂
n∈U (E − n) is bounded below by

∫ ∏
n∈U Ẽndµ =∫ ∏

n∈U Ẽ ◦ Tndµ.

By similar arguments:
Corollary 6.7 ([36],[35]). Let Ê ⊆ Zk with positive upper Banach density be given. Then there are a
dynamical system (Y,B, µ, T1, . . . , Tk) and a set A ∈ B with µ(A) > 0 such that for any finite set of tuples
U , the upper Banach density of

⋂
~n∈U (E − ~n) is at least µ(

⋂
~n∈U T

n1
1 · · ·T

nk
k A).

Corollary 6.8. Let f : Z → [−1, 1] be given. Then there are a dynamical system (Y,B, µ, T ) and a
function F ∈ L∞(Y ) such that for any finite set of integers U ,

lim inf
N→∞

1
N

N∑
n=1

∏
k∈U

f(n+ k) ≤
∫ ∏

k∈U

F ◦ T kdµ ≤ lim sup
N→∞

1
N

N∑
n=1

∏
k∈U

f(n+ k)

Corollary 6.9. Let (Z,B, µ) be a separable measure space, and for each s ≤ k, let (Zs,Bs, µs) be a factor.
Let a real number b be given, and for s ≤ k, let {fs,n}i∈N be a sequence of L∞(Zs,Bs, µs) functions almost
everywhere bounded by b. Let g be a weak limit point of the sequence 1

N

∑N−1
n=0

∏
s≤k fs,n as N goes to

infinity.
Then there are a measure space (Y, C, ν) and functions f̃s ∈ L∞(Zs × Y ) such that

∫ ∏
f̃sdν is g.

Proof. Let S be [0, k]×N, let X be the set of L∞(Z,B, µ) functions with norm at most b, under the weak∗

topology. Let G be N, acting on S by n(s,m) := (s,m + n), let Nt be a sequence of integers witnessing
that g is a weak limit point, and let It := [0, Nt]. Let E(i,m) := fi,m.

Fix some orthonormal basis {gj} for L2(Z). Observe that for each j, the function Sj given by Sj(h) :=∑
i≤j
∫
hgjdµ is continuous, and since each fs,n is almost everywhere bounded by b, it follows that for

every j, ||Sj(fs,0)||L2(Y ) ≤ b. Therefore ||
∑
i≤j gi(z)

∫
Ẽs,0(y)gjdµ|| ≤ b for every j. Then the infinite

sum
∑
i gi(z)

∫
Ẽs,0(y)gjdµ is a convergent sum of functions measurable in L2(Z × Y ), and is therefore

measurable. We may then take this function to be represented by f̃s(z, y) := Ẽs,0(y)(z).
Next, observe that for each gj , the function

∫ ∏
f̃sgjdµ× ν is equal to

lim
t→∞

∫
1
Nt

Nt−1∑
n=0

∏
i≤s

fi,ngjdµ
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(The limit exists since we have chosen the sequence Nt to witness a particular limit point of the sequence.)
Finally, for each s, if h is orthonormal to (Zs,Bs, µs), the set of y such that

∫
ys,0hdµ 6= 0 has measure

0, and so f̃s is measurable with respect to (Zs,Bs, µs).

Definition 6.10 ([67]). If K,H are finite graphs. define t(K,H) to be the fraction of embeddings π :
|K| → |H| such that π is a graph embedding.
Corollary 6.11 ([29],[88]). Let Hn := (Vn, En) be a sequence of finite graphs. Then there are a measure
space (Y,B, ν) and, for every finite graph K := (V,E), a function Ṽ on Y such that

lim inf
N→∞

1
N

N∑
n=1

t(K,Hn) ≤
∫
Ṽ dν ≤ lim sup

N→∞

1
N

N∑
n=1

t(K,Hn)

Proof. Let S = G = N. Let X be the space of finite graphs, viewed as functions from finite subsets of
N to {0, 1}. For any graph K, the function uK(H) := t(K,H) is continuous, so the result follows from
Theorem 7.7.

Note that a the sequence (Vn, En) is convergent, in the sense of Lovász and Szegedy, just if t(K,Hn)
converges for each K, in which case the lim inf and lim sup of the averages will converge to the same value.
Corollary 6.12. Let (N, E) be a countable graph. Then there is a measure space (Y,B, µ) such that for
any finite graph V , there is a measurable function Ṽ such that

lim inf
N→∞

1
N

N∑
n=1

t(V, ([0, n], E � [0, n])) ≤
∫
Ṽ dµ ≤ lim sup

N→∞

1
N

N∑
n=1

t(V, ([1, n], E � [1, n]))

Proof. Let S be the space N[2] (that is, the set of pairs of distinct elements n,m), and G the permutations
on finite subsets of N, acting on S by s · {a, b} = {s(a), s(b)}. Take In to be the set of permutations on
[1, n], and note that this is a Følner sequence. Let X = {0, 1}; then the characteristic function of E is a
function from S to X. The measure space (Y,B, µ) and functions Ṽ exist by the main theorem.

6.2 Furstenberg-Style Proof

Let S,G,X,E : S → X, and {In} be given as in the statement of Theorem 7.7. Let Y be the space of
functions from S to X. Let O be a countable subbasis for X. The product topology is on Y is compact
by the Tychonoff theorem, and is generated by sets of the form {y | y(s) ∈ U} for elements U ∈ O. Call
sets of this form and complements of such sets simple.

Let C be the algebra generated from the simple sets by finite unions and intersections (the simple
sets are already closed under complements). This algebra is countable, so by diagonalizing, choose a
subsequence nt →∞ such that for every C ∈ C, the limit

ρ(C) := lim
t→∞

1
|Int |

∑
g∈Int

χC(E ◦ g)

is defined.
Lemma 6.13. ρ is finitely additive.

Proof. Immediate by expanding the definition, since finite sums distribute over limits and multiplication
by constants.

Since ρ is non-negative, it is also monotonic. Define a G action on Y by Tg(y)(s) := y(gs). For any g
and large enough nt,

|Int4g·Int |
|Int |

→ 0, so

|ρ(C)− ρ(TgC)| = lim
t→∞

1
|Int |

∑
g∈Int4g·Int

χC(E ◦ g) = 0
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For an open set C ∈ C, define ν(C) to be the supremum of ρ(C ′) where C ′ ranges over closed elements of
C contained in C:

ν(C) = sup
D⊆C,D closed

ρ(D)

ν is finitely additive on open sets, since if A and B are disjoint, ν(A∪B) = ν(A) + ν(B) by the definition.
Therefore there is a unique finitely additive extension of ν to all of C.
Lemma 6.14. If C is open then ν(C) ≤ ρ(C).

Proof. If D ⊆ C then ρ(D) ≤ ρ(C). Since

ν(C) = sup
D⊆C,D closed

ρ(D)

also ν(C) ≤ ρ(C).

Lemma 6.15. For any C ∈ C and any ε > 0, there is a D ⊆ C such that D ∈ C, D is closed, and
ν(C)− ν(D) < ε.

Proof. First, suppose C is simple. If C is closed, C itself suffices, so suppose C is open. Then there is a
closed D ⊆ C such that ρ(D) ≥ ν(C)− ε. Since ρ(D) ≤ ν(D), also ν(D) ≥ ν(C)− ε.

Any C may be written as a finite union of finite intersections C =
⋃
i≤k
⋂
j≤mi Ci,j where each Ci,j is

simple; by adding additional terms,
⋂
j Ci,j may be assumed to be disjoint from

⋂
j Ci′,j for i′ 6= i. Then

it suffices to show the lemma for each i ≤ k separately. Suppose that whenever C =
⋂
j≤m Cj ∩D and D

is open then we may find a closed D′ ⊆ D such that ν(
⋂
Cj ∩D)− ν(

⋂
Cj ∩D′) < ε. Then we may define

C ′j inductively so that if Cj is closed, C ′j := Cj , and if Cj is open, C ′j ⊆ Cj , C ′j is closed, and

ν(
⋂
j′<j

C ′j′ ∩
⋂
j′>j

Cj′ ∩ Cj)− ν(
⋂
j′<j

C ′j′ ∩
⋂
j′>j

Cj′ ∩ C ′j) < ε/j

Then
⋂
C ′j is closed and ν(

⋂
Cj)− ν(

⋂
C ′j) < ε.

To show the assumption, choose D′ ⊆ D so that ν(D)− ν(D′) < ε and write

C =
(⋂

Ci ∩D′
)
∪
(⋂

Ci ∩ (D \D′)
)

Since
⋂
Ci∩ (D \D′) ⊆ D \D′, it follows that ν(

⋂
Ci∩ (D \D′)) < ε, and therefore ν(C)−ν(

⋂
Ci∩D′) <

ε.

By taking complements, for any C ∈ C and any ε > 0, there is a D ⊇ C such that D ∈ C, D is open,
and ν(D)− ν(C) < ε.
Lemma 6.16. ν is σ-additive.

Proof. Suppose
⋃
i∈N Ci = C. For any ε > 0, we may choose C ′ ⊆ C such that ν(C) − ν(C ′) < ε/2 and

C ′ is closed, and sets C ′i ⊇ Ci such that C ′i is open and
∑
i(ν(C ′i) − ν(Ci)) < ε/2. C ′ ⊆

⋃
i C
′
i, so by the

compactness of Y , there is a finite subcover of C ′, C ′ ⊆
⋃
j≤k C

′
ij

, so by finite additivity ν(C ′) ≤
∑
j ν(C ′ij ).

But then ν(C) ≤
∑
j ν(Cij ) + ε. Since we may choose ε arbitrarily small, it follows that ν(C) ≤

∑
i ν(Ci).

Conversely, since for each k,
⋃
i≤k Ci ⊆ C, finite additivity gives

∑
i≤k ν(Ci) ≤ ν(C), and therefore∑

i ν(Ci) ≤ ν(C).

For each s ∈ S, define Ẽs to be the function y 7→ y(s). These functions are measurable since for any
Borel set B on X, {y | y(s) ∈ B} belongs to C; indeed, replacing B by an arbitrary open set U and
applying the same argument shows that these functions are continuous. Then by definition, Ẽgs = Ẽs ◦Tg.

Let some u, s1, . . . , sk be given. Since Xk is compact and u is continuous, and a continuous function
with compact support is integrable, it follows that the function ũ given by ũ(y) := u(Ẽs1(x), . . . , Ẽsk(x))
is integrable. In particular, |ũ(y)| has a compact range, and is therefore bounded by some B.
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Therefore there is a sequence of functions un of the form

un =
Nn∑
i=0

vn,iχSn,i

for elements vn,i ∈ V and measurable sets Sn,i such that

lim
N→∞

|un(y)− ũ(y)| = 0

almost everywhere. Since |vn,i| is bounded by B, for any ε > 0 we may choose n so that

un =
N∑
i=0

viχSi

and there is a set C so that C ∪
⋃
i Si = Y , C ∩

⋃
i Si = ∅, the Si are pairwise disjoint, ν(C) < ε/2B, and

|un(y)− ũ(y)| < ε/2B whenever y 6∈ C.
For each i, we may choose an open set S′i containing Si such that ν(S′i)− ν(Si) < ε/2|vi|; since the set

of v′ ∈ V within ε/|vi| of vi is open and ũ is continuous, we may further require that for every y ∈ S′i,
|ũ(y)− vi| < ε/2|vi|.

We may then choose a closed S′′i ⊆ S′i such that ν(S′i)− ρ(S′′i ) < ε/2N |vi|. Then

|
∑
i

viν(Si)−
∑
i

viρ(S′′i )| < ε/2

But also ∑
i

viρ(S′′i ) = lim
t→∞

∑
i

vi
|{g ∈ Int | E ◦ g ∈ S′′i }|

|Int |
= lim
t→∞

1
|Int |

∑
i

∑
g∈Int

vi · χS′′i (E ◦ g)

Whenever χS′′i (E ◦ g) = 1, it follows that

|u(E(gs1), . . . , E(gsk))− vi| < ε/2|vi|

Therefore this limit is within ε/2 of

lim
t→∞

1
|Int |

∑
i

∑
g∈Int

u(E(gs1), . . . , E(gsk)) · χS′′i (E ◦ g)

But since limt→∞
1
|Int |

∑
i

∑
g∈Int

χS′′i (E ◦ g) ≥ 1− ε/2B, it follows that the limit is within ε of

lim
t→∞

1
|Int |

∑
g∈Int

u(E(gs1), . . . , E(gsk))

Putting this together,

|
∫
ũdν − lim

t→∞

1
|Int |

∑
g∈Int

u(E(gs1), . . . , E(gsk))| < 2ε

for all ε. Since {Int} is a subsequence of {It}, the result follows.
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6.3 Minimality

We may further prove that the construction given in the previous section is the smallest such system up
to the choices made in the construction.
Theorem 6.17. Let (Y, C, ν) and {Ẽs} satisfy the conclusion of the main theorem. Let (X,B, µ) and {D̃s}
be given by the Furstenberg-style proof in the previous section so that for every u, s1, . . . , sk, and α,

ν({y | u(Ẽs1(y), . . . , Ẽsk(y)) > α}) = µ({x | u(D̃s1(x), . . . , D̃sk(x)) > α})

Then there is a measurable measure-preserving function π : Y → X such that Ẽs = D̃s ◦ π.

Proof. The second condition uniquely defines π(y) ∈ S → X by π(y)(s) := Ẽs(y). Observe that the inverse
image of each simple set on X is measurable since each Ẽs is measurable.

The measure space (X,B, µ) is generated by sets of the form

Bu,s1,...,sk,α := {x | u(D̃s1(x), . . . , D̃sk(x)) > α}

But then
ν({y | u(D̃s1(π(y)), . . . , D̃sk(π(y))) > α} = ν({y | u(Ẽs1(y), . . . , Ẽsk(y)) > α})

which is equal to µ(Bu,s1,...,sk,α) by assumption.

6.4 Nonstandard Proof

For a general reference on nonstandard analysis, see, for example, [42].
Fix an ultrapower extension of a universe containing all objects given in the premises and their power-

sets. The sequence {In} is a sequence of subsets of G, so let Y := Im for some nonstandard m be a subset
of G∗. For any internal B ⊆ Y , let µ(B) be the standard part of |B||Y | . By the Loeb measure construction,
this extends to a true measure on the σ-algebra extending the set of internal subsets of Y .

For each s ∈ S, define
Es(g) := E∗(gs∗)

for every g ∈ G∗. These functions are internal, and therefore measurable. Define an action of G on Y by
Tgg
′ := g′g∗. Then gEs(g′) = Es(g′g∗) = E∗(g′g∗s∗) = Egs(g′), as required. Then Es is a function from

Y to X∗.
For every ε and large enough t, |It4g·It||It| < ε, so in particular, |Y4g·Y ||Y | is infinitesimal, and therefore

µ(Y \ TgY ) = 0. Then, for any internal B ⊆ Y , TgB ⊆ TgY , and so µ(TgB) = µ(B).
Letting O be the open sets of X. For each x ∈ X∗, consider

{U ∈ O | x 6∈ U∗}

Then the starred versions of the complements of these U have the finite intersection property, and therefore
the complements of these U have the finite intersection property (for any finite set of these U , since there
exists an element in X∗ in all of them, by transfer, there also exists an element in X in all of them). By
the compactness of X, it follows that there is an element st(x) contained in all of these sets.

Now let Ẽs := st ◦ Es. If u is a continuous function from Xk → R, {s1, . . . , sk} is a finite set then for
every ε and all but finitely many N ,

1
|IN |

∑
g∈IN

u(E(g · s1), . . . , E(g · sk)) + ε ≥ lim inf
N→∞

1
|IN |

∑
g∈IN

u(E(g · s1), . . . , E(g · sk))

and so, by transfer,

1
|Y |

∑
g∈Y

u∗(E∗(g · s1), . . . , E∗(g · sk)) ≥ lim inf
N→∞

1
|IN |

∑
g∈IN

u(E(g · s1), . . . , E(g · sk))
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Note that for any x and any open set U of X containing st(x), U∗ contains x, since otherwise the
complement of U∗ would be a closed set containing x, and therefore also st(x). Since X is compact
and u is continuous, for each ε > 0 and each x1, . . . , xk, there is an open subset U of Xk containing
st(x1), . . . , st(xk) so that |u(x′1, . . . , x

′
k) − u(st(x1), . . . , st(xk))| < α for each x′1, . . . , xk ∈ U . But then

U∗ contains x1, . . . , xk, which means that |u∗(x1, . . . , xk)− u(st(x1), . . . , st(xk))| < α. Since this holds for
every α, it follows that st(u∗(x1, . . . , xk)) = u(st(x1), . . . , st(xk)). Therefore

1
|Y |

∑
g∈Y

u(Ẽs1(g), . . . , Ẽsk(g)) ≥ lim inf
N→∞

1
|IN |

∑
g∈IN

u(E(g · s1), . . . , E(g · sk))

and also∫
u(Ẽs1(g), . . . , Ẽsk(g))dµ = st(

1
|Y |

∑
g∈Y

u(Ẽ(g·s1), . . . , Ẽ(g·sk))) ≥ lim inf
N→∞

1
|IN |

∑
g∈IN

u(E(g·s1), . . . , E(g·sk))

Since the dual claim holds for the lim sup, the result follows.
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Chapter 7

Norm Convergence for Diagonal
Ergodic Averages

Tao has proven [89]
Theorem 7.1. Let l ≥ 1 be an integer. Assume T1, . . . , Tl : X → X are commuting, invertible, measure-
preserving transformations of a measure space (X,B, µ). Then for any f1, . . . , fl ∈ L∞(X,B, µ), the
averages

AN (f1, . . . , fl) :=
1
N

N∑
n=1

f1(Tn1 x) · · · fl(Tnl x)

converge in L2(X,B, µ).
This can be viewed as a generalization of the mean ergodic theorem, which is the special case when

l = 1. Several special cases were proven before Tao’s result: the l = 2 case was proven by Conze and
Lesigne [26], and various special cases for higher l have been shown by Zhang [94], Frantzikinakis and Kra
[32], Lesigne [65], Host and Kra [43], and Ziegler [95].

Tao’s argument is unusual, in that he uses the Furstenberg correspondence principle, which is tradi-
tionally used to obtain combinatorial results via ergodic proofs, in reverse: he takes the ergodic system
and produces a sequence of finite structures. He then proves a related result for these finitary systems
and shows that a counterexample in the ergodic setting would give rise to a counterexample in the finite
setting.

7.1 Extensions of Product Spaces

We wish to reduce convergence of the expression in Theorem 1.1 in arbitrary spaces to convergence in
spaces where the transformations have been, in some sense, disentangled. The useful location turns out to
be extensions of product spaces—that is, given an ergodic dynamical system Y = (Y, C, ν, U1, . . . , Ul), we
would like to find a system X = (

∏
i≤lXi,B, µ, T1, . . . , Tl) where each Ti acts only on the i-th coordinate,

but which preserves enough properties of the original system that proving convergence for all L∞(X)
functions is sufficient to give convergence for all L∞(Y) functions.

X naturally gives rise to a product space, taking Bi to be the restriction of B to those sets depending
only on the i-th coordinate, but we do not require that B be the product of the Bi; in general, B may
properly extend the product.

Given any such system, there is a maximal factor X′ = (X ′,B′, µ � B′) in which all sets are TiT−1
j

invariant for each i, j ≤ l. We must either accept poor pointwise behavior, since, for example, this factor
does not separate x from TiT

−1
j x, or, as will do here, take X ′ to be a different set. Formally, we will

want the property that if γ is the projection of
∏
Xi onto X ′, then for every i ≤ l and almost every

x1, . . . , xi−1, xi+1, . . . , xl, the function xi 7→ γ(x1, . . . , xl) is an isomorphism from (Xi,Bi, µ � Bi) to X′.
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This obviously requires that all the Xi be pairwise isomorphic themselves (and further, that B be symmetric
under any change of coordinates).

This requirement is derived from the behavior exhibited by Tao’s finitary setting. Here the product
space is the finite measure space on ZlN and X′ is the finite measure space on ZN . The map γ : ZlN → ZN
is just the map x1, . . . , xl 7→

∑
i xi, which has the property that if we fix xi for i 6= k, the map xk 7→∑

i 6=k xi + xk is an isomorphism.
Since (

∏
Xi,B, µ, T1, . . . , Tl) is not a true product space, we cannot rely on Fubini’s Theorem. Since

we nonetheless wish to integrate over coordinates, we have to rely on the use of certain invariant subsets
to produce an analogous property. If e ⊆ [1, l], we will write xe for an element of

∏
i∈eXi; we also write e

for the complement of e, and, when e is the singleton {i}, write i for the complement of {i}. Given some
xe, if i ∈ e then xi denotes the corresponding element of the sequence xe. Given two such variables, say,
xe, xe, will write x for the combination of these two vectors, that is

(xe, xe)i :=
{

(xe)i if i ∈ e
(xe)i otherwise

Note that this is not simply concatenation. For instance, if f is a function on
∏
Xi, we will often write

f(xk, z) as an abbreviation for f(x1, . . . , xk−1, z, xk+1, . . . , xl).
Definition 7.2. Given a measure space (

∏
i≤lXi,B, µ), for k ≤ l, let Bk be the restriction of B to those

sets of the form
∏
i 6=k Bi ×Xk where Bi ⊆ Xi (or having symmetric difference of measure 0 with such a

set).
With respect to Bk, we may identify elements of

∏
i≤lXi with elements of

∏
i6=kXi by discarding the

k-th coordinate.
Definition 7.3. Let Z a dynamical system. We say a measure disintegration exists for some factor
π : Z → Z′ if there is a map z′ 7→ µz′ from Z′ to the space of measures on Z so that µz′ is supported on
π−1(z′), the map commutes with the group action (so µTgz′ = Tgµz′ for each g and almost every z′), and
for any f ∈ L2(Z), ∫

fdµ =
∫∫

fdµz′dµ
′

where in particular, the right side is defined.
This disintegration always exists given certain conditions on Z [35], but in our case it is easier to prove

that one exists outright than to arrange for those conditions to hold. We will be dealing with a dynamical
system X = (

∏
i≤lXi,B, µ, T1, . . . , Tl) where each Ti acts only on the i-th coordinate, and where the mea-

sure algebra is a (possibly proper) extension of the product measure
∏
i≤l(Xi,Bi, νi). Furthermore, taking

Be to consist of those sets depending only on coordinates in e, we will assume the measure disintegration
onto (

∏
i6=kXi,Bk, µ � Bk) exists (we denote the corresponding measures in the disintegration µk,xk). We

want to be able to exchange coordinates, and further, to have an additional, l+ 1-st, coordinate which can
“stand in” for any of the other coordinates.

This extra coordinate will be a factor X′ = (X ′,B′, µ′, T ′1, . . . , T ′l ) of X such that a measure disinte-
gration exists and the projection γ :

∏
i≤lXi → X ′ is TiT−1

j invariant almost everywhere (that is, for
almost every x, γ(x) = γ(TiT−1

j x) for each i, j). If we fix all but one coordinate of X, we obtain a function
γxk : Xk → X ′ by setting γxk(xk) := γ(xk, xk).
Definition 7.4. Let X have the form (

∏
i≤lXi,B, µ, T1, . . . , Tl), and let X′ = (X ′,B′, µ′, T ′1, . . . , T ′l ) be a

factor of X with γ the corresponding factor map. We say X′ cleanly factors X if:
• γ is TiT−1

j invariant for each i, j
• For each k ≤ l and almost every xk ∈

∏
i 6=kXi, the function γxk is an isomorphism from (Xk,B, µk,xk)

onto X′
Recall that µk,xk is the measure given by the measure disintegration of (

∏
i 6=kXi,Bk, µ � Bk) evaluated

at xk.
It is instructive to consider the finite case, where each Xi is just the discrete measure space on [1, N ],

as is X ′, and the function γ(x) is simply
∑
i≤l xi mod N . The clean factoring property here just asserts

that if we fix all but one coordinate (and therefore y :=
∑
i 6=k xi mod N), the map γxk , which is given by

γxk(xk) = y + x mod N , is a one-to-one mapping.
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Theorem 7.5. If Y = (Y, C, ν, T1, . . . , Tl) is an ergodic dynamical system with the Ti commuting, in-
vertible, measure-preserving transformations and f1, . . . , fl ∈ L∞(Y) then there is a dynamical system
X := (

∏
i≤lXi,B, µ, T̃1, . . . , T̃l) and functions f̃1, . . . , f̃l ∈ L∞(X) such that:

• For each of the factors (
∏
i6=kXi,Bk, µ � Bk, T̃1, . . . , T̃l) a measure disintegration exists

• An X′ exists which cleanly factors X
• For each i there is an Si such that T̃i has the form T̃i(x1, . . . , xi, . . . , xl) = (x1, . . . , Sixi, . . . xl)
• If AN (f̃1, . . . , f̃l) converges in the L2 norm then AN (f1, . . . , fl) does as well
Note that in the first AN above, the transformations in question are the T̃i, while in the latter, the

transformations are the Ti. The proof depends on arguments from nonstandard analysis and the Loeb
measure construction; see, for instance, [42] for a reference on these topics.

Proof. If ~v ∈ [1, P ]l, write T~v for T v11 · · ·T
vl
l . By a multidimensional version of the pointwise ergodic

theorem (for instance, the general version of the theorem for amenable groups of transformations [66]), for
any function g and almost every x, ∫

gdν = lim
P→∞

1
P l

∑
~v∈[1,P ]l

g(T~vx)

A point with this property is called generic for g. Let G be the set of polynomial combinations of shifts of
the functions fi with rational coefficients. Since this is a countable set, we may choose a single point x0

which is generic for every element of G. For each g ∈ G, define

ĝ(~n) := g(T ~nx0)

Since the fi are L∞ functions, we may replace them with functions uniformly bounded by some Mfi only
changing them on a set of measure 0, and we may therefore assume that each ĝ is bounded.

Working in an ℵ1-saturated nonstandard extension, choose some nonstandard c. Using the Loeb
measure construction, we may extend the internal counting measure on [1, c]l to a true external measure µ
on the σ-algebra generated by the internal subsets of [1, c]l. The functions g̃ := ĝ∗ � [1, c]l, the restriction
of the nonstandard extension of ĝ, are internal, and therefore measurable, and bounded since each ĝ is.

For each g ∈ G, by the definition of µ∫
g̃dµ = st

 1
cl

∑
~n∈[1,c]l

ĝ∗(~n)


where st is the standard part of a bounded nonstandard real. Furthermore

st

 1
cl

∑
~n∈[1,c]l

ĝ∗(~n)

 = lim
P→∞

1
P l

∑
~v∈[1,P ]l

g(T~vx0)

follows by transfer: for any rational α greater than limP→∞
1
P l

∑
~v∈[1,P ]l g(T~vx0) and for large enough P ,

α is greater than the average at P , so for all nonstandard c, α is greater than the average. Similarly for α
less than the limit. Putting these together, for any g ∈ G,∫

gdν =
∫
g̃dµ

Define
T̃i(x1, . . . , xi, . . . , xl) = (x1, . . . , (xi + 1) mod c, . . . , xl)

It follows that T̃ig̃ = T̃ig, and by ordinary properties of limits, ·̃ commutes with sums and products.
Therefore in particular,∫

[AN (f1, . . . , fl)−AM (f1, . . . , fl)]
2
dν =

∫ [
AN (f̃1, . . . , f̃l)−AM (f̃1, . . . , f̃l)

]2
dµ
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At each point xk in (
∏
i6=k[1, c],Bk, µ � Bk), the Loeb measure construction induces a measure µk,xk

generated by setting

µk,xk(B) := st

1
c

∑
n∈[1,c]

χB(xk, n)


for internal B.

Finally, let X′ := ([1, c],B′, µ′) be given by the Loeb measure construction on [1, c], and let γ : [1, c]l →
[1, c] be γ(x1, . . . , xl) =

∑
i xi mod c. The function γ is measurable (since it is internal), and measure-

preserving (since it maps exactly cl−1 points of [1, c]l to each point of [1, c]). For each n ∈ [1, c], we may
define

µ′n(B) := st

 1
cl−1

∑
~v∈[1,c]l|

P
vi=n mod c

χB(~v)


for internal B and extend this to a measure on B by the Loeb measure construction.

X is isomorphic to a product of X′ with the Loeb measure on [1, c]l−1. A theorem of Keisler [49, 50]
states that when U and V are hyperfinite sets and f is a measurable function on Loeb(U×V ), the functions
v 7→ f(u, v) are measurable for each u and

∫ ∫
fdvdu =

∫
fd(u × v). In particular, this means that for

any measurable B, µ(B) =
∫
µn(B)dµ′(n), so a measure disintegration exists.

For any k ≤ l and any x1, . . . , xk−1, xk+1, . . . , xl ∈
∏
i6=k[1, c], γ~x is a measure-preserving bijection from

[1, c] to itself mapping measurable sets to measurable sets, and therefore an isomorphism.

Using the ergodic decomposition, we may reduce the main theorem to the case where X is ergodic, and
then use Theorem 7.5 to reduce to the following case:
Theorem 7.6. Let X = (

∏
i≤lXi,B, µ, T1, . . . , Tl) be a cleanly factored dynamical system such that each

Ti has the form
Ti(x1, . . . , xi, . . . , xl) = (x1, . . . , T

′
ixi, . . . xl)

Then for any f1, . . . , fl in L∞(X), AN (f1, . . . , fl) converges in the L2 norm.
In order to prove this theorem, we need a slightly stronger inductive hypothesis, which is what we will

actually prove.
Lemma 7.7. Let Y be an arbitrary measure space, and let X = (

∏
i≤lXi,B, µ, T1, . . . , Tl) be a cleanly

factored dynamical system such that each Ti has the form

Ti(x1, . . . , xi, . . . , xl) = (x1, . . . , T
′
ixi, . . . xl)

Then for any f1, . . . , fl in L∞(X× Y), AN (f1, . . . , fl) converges in the L2 norm.
For the remainder of the chapter, assume X has this form and that X′ is the factor witnessing that X

is cleanly factored, and let γ be the projection onto this factor. By restricting to the factor generated by
the countably many translations of the functions fi, we may assume X and X′ are separable.

7.2 Diagonal Averages

Note that the projection γ we have constructed is consistent with the transformations Ti, in the sense that
γ(x) = γ(y) implies γ(Tix) = γ(Tiy). Furthermore, since γ is TiT−1

j -invariant, γ(x) = γ(y) implies that
γ(Tix) = γ(Tjy), even if i 6= j.
Definition 7.8. Define Tl+1 on X ′ such that for each x′ ∈ X ′, if γ(x) = x′ then γ(Tix) = Tl+1x

′.
With the particular construction we have given, this definition makes sense pointwise. For arbitrary

X ′ cleanly factoring arbitrary X , this is true only almost everywhere.
We wish to reduce Lemma 7.7 to the case where X is ergodic. In order to apply the usual theorem for

the existence of an ergodic decomposition (see [40]), the measure space must be a standard Borel space.
It will be easier to take advantage of the fact that we are working with the L2 norm, and get a weaker
ergodic decomposition that suffices for our purposes. Let C be the factor consisting of sets which are
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Ti-invariant for each i and fix representations of E(f | C) for each f ∈ L2(X ). Let ν be the restriction
of µ to C. For each point x ∈

∏
Xi, we can define a measure µx by

∫
fdµx = E(f | C)(x) with the

property that
∫∫

fdµxdν(x) =
∫
fdµ. Furthermore, the map x 7→ µx is Ti-invariant for each i, since C is,

and µx is ergodic for almost every x. (This argument is the first step of the ordinary proof of the ergodic
decomposition, as given in [40], Theorem 3.42.)

We may carry out the same construction on X ′ and observe that this preserves the clean factoring
property, so it suffices to prove Lemma 7.7 in the case where µ is ergodic.

We wish to extend X × X ′ to ensure that for each L2 function f on X , the functions xk, x
′ 7→

f(xk, γ
−1
xk

(x′)) are measurable with integral
∫
fdµ. If X were simply a product

∏
i≤l X ′, this would

occur automatically. Since this is not necessarily the case, however, we must copy over all the additional
sets by swapping coordinates.

Formally1, take the measure algebra B∗ to make measurable all functions g(x, x′) such that x 7→∫
g(x, x′)dµ′(x′) is L∞, and define ∫

g(x, x′)dν =
∫
g(x, x′)dµ′(x′)dµ

Define X ∗ := (
∏
i≤lXi ×X ′,B∗, ν).

Importantly, this retains a measure disintegration onto each coordinate:∫
f(x, x′, y)dν =

∫∫
f(x, x′, y)dνk,(x,x′)kdνk

where νk,(x,x′)k is the pushforward of µk,xk under γ when k < l + 1 and νl+1,x(·) is
∫
· δxdµ.

Definition 7.9. By abuse of notation, we take Ti, i ≤ l + 1, to be transformations on X ∗ × Y where
Ti(x, x′, y) is given by (Tix, x′, y) if i ≤ l and Tl+1(x, x′, y) := (x, Tl+1x

′, y).
Since we will only refer to the product measures with Y, and to limit the proliferation of measures,

henceforth we let ν denote the measure on X ∗ ×Y and µ denote the measure on X ×Y. We write µk and
νk for the restriction of µ and ν to the σ-algebra of Tk-invariant sets.

To briefly summarize the construction up to this point, given a measure space Z and L∞ functions
f1, . . . , fl, we have constructed a space X ∗ = (

∏
i≤lXi ×X ′,B∗, ν, T1, . . . , Tl+1) with functions f̃1, . . . , f̃l

such that:
• Convergence of AN (f̃1, . . . , f̃l) implies convergence of AN (f1, . . . , fn)
• The transformations Ti each act only on the i-th coordinate
• The space X ∗ has a measure disintegration onto each coordinate, and onto the space of Ti-invariant

functions for each i

• There is a function γ :
∏
i≤lXi → X ′ cleanly factoring the space (

∏
i≤lXi,B, µ, T1, . . . , Tl)

Definition 7.10. Let e ⊆ [1, l + 1]. We say f ∈ L2(X ∗ ×Y) is e-measurable if it is Ti-invariant for each
i 6∈ e. We define Id := {e ⊆ [1, l+1]] | |e| = d}. We say f has complexity d if it is a finite sum of functions
of the form

∏
e∈Id ge where each ge is e-measurable.

Lemma 7.11. If f ∈ L2(X ∗ × Y) is e-measurable for some e with |e| < l + 1 then f(x, γ(x), y) is an L2

function and ||f(x, γ(x), y)||L2(X×Y) = ||f ||L2(X∗×Y).

Proof. For any i 6∈ e, ∫
[f(x, γ(x), y)]2dµ =

∫∫
[f(xi, xi, γxi(xi), y)]2dµi,xidµi

=
∫∫

[f(xi, γ
−1
xi

(x′), x′, y)]2dµ′dµi

1John Griesmer suggested this simplified definition of B∗
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since γxi is an isomorphism. Since f is Ti-invariant and xi is ergodic with respect to Ti, this is equal to∫∫
[f(xi, xi, x

′, y)]2dµ′dµ

Recall that xi, xi is identical to the vector x. But the measure ν was constructed so this is precisely∫
[f(x, x′, y)]2dν

In particular, this means that f(x, γ(x), y) is an L2 function when f ∈ L2(X ∗ × Y) has complexity d
for some d < l + 1.
Definition 7.12. If f ∈ L∞(X ∗ × Y) has complexity d, define ∆Nf ∈ L∞(X × Y) by

∆Nf :=
1
N

N∑
n=1

f(x, Tnl+1γ(x), y)

We can reduce the question of the convergence of AN to the convergence of ∆N :
Definition 7.13. If f ∈ L2(X × Y), define f i(x, x′, y) := f(xi, γ

−1
xi

(x′), y).

Note that f i(x, Tnl+1x
′, y) = f(xi, γ

−1
xi

(Tnl+1x
′), y) = f(xi, T

n
i γ
−1
xi

(x′), y).

Lemma 7.14. Let f1, . . . , fl be given. AN (f1, . . . , fl) converges in the L2 norm iff ∆N

∏
i∈{1,...,l} f

i
i

converges in the L2 norm.

Proof.

∆N

∏
f ii (x, y) =

1
N

N∑
n=1

∏
i

f ii (x, T
n
l+1γ(x), y)

=
1
N

N∑
n=1

∏
i

fi(xi, γ
−1
xi

(Tnl+1γ(x)), y)

=
1
N

N∑
n=1

∏
i

fi(xi, T
n
i γ
−1
xi

(γ(x)), y)

=
1
N

N∑
n=1

∏
i

fi(xi, T
n
i xi, y)

=AN (f1, . . . , fl)(x, y)

Each f ii is [1, l + 1] \ {i}-measurable, so to prove the main theorem, it suffices to prove convergence of
∆Ng for functions of complexity d < l + 1.

While ∆Nf was defined as a function in L∞(X × Y), we will sometimes view it as the function in
L∞(X ∗ × Y) where x′ is a dummy variable.
Lemma 7.15. If g and f are L∞(X ∗ × Y) functions with complexity d < l + 1 and g is Tl+1-invariant
then ∆Ngf = g∆Nf .

Proof. Immediate from the definition.

Lemma 7.16. Suppose g has complexity 1. Then ∆Ng converges in the L2 norm.
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Proof. If for almost every y ∈ Y , we have convergence for x 7→ g(x, y) then we may apply the dominated
convergence theorem to obtain convergence over X ∗×Y. Since ∆N distributes over sums, we may further
assume that g has the form

∏
i gi where each gi is {i}-measurable. Then ∆Ng =

∏
i 6=l+1 gi∆Ngl+1, and

by the previous lemma, it suffices to show that ∆Ngl+1 converges. But this follows immediately from the
mean ergodic theorem.

Because the inductive step generalizes the proof of the ordinary mean ergodic theorem, it is instructive
to consider the form of that proof. The key step is proving that the function gl+1 can be partitioned into
two components; these components are usually described as an invariant component g⊥ and a component
g> in the limit of functions of the form u − Tl+1u. Unfortunately, this characterization of the second
set does not generalize. There is an alternative characterization, namely that g> has the property that
||∆Ng>|| converges to 0. This turns out to be harder to work with (and, in particular, this characterization
does not seem to give a pointwise version of the theorem), but it can be extended to a higher complexity
versions.

We will argue as follows: take a function of complexity d in the form
∏
ge with each ge e-measurable,

and argue that each ge can be written in the form ge,⊥ + ge,>, where ge,> is suitably random, so that
||∆Nge,>

∏
he′ || → 0, while ge,⊥ is essentially of complexity d − 1. If we observe that constant functions

have complexity 0, the usual proof of the mean ergodic theorem has the same form.

7.3 The Inductive Step

We now return to the proof of Theorem 7.7. Let X = (
∏
i≤lXi,B, µ, T1, . . . , Tl) cleanly factored by X ′

be given, and let Y be an arbitrary measure space. Recall that In is the set of subsets of [1, l + 1] with
cardinality n. If e is a subset of [1, l + 1], we write e for the complement of e, that is, [1, l + 1] \ e. We
continue to be concerned with functions belonging to L∞(X ∗).
Definition 7.17. Let e0 ⊆ [1, l + 1] contain l + 1. Ze0 is the subspace of the e0-measurable functions g
such that for every sequence 〈ge〉e∈I|e0|\{e0} with each ge e-measurable,

||∆Ng
∏
e

ge|| → 0

as N goes to ∞.
De0 is the set of e0-measurable functions generated by projections onto the e0-measurable sets of weak

limit points of sequences of the form

1
N

N∑
n=1

∏
i∈e0

bi,N (xk, T
n
k γ
−1
xk

(x′), x′, y)

as N goes to infinity, for some k 6∈ e0, where each bi is [1, l + 1] \ {i}-measurable.
Lemma 7.18. If g is e0-measurable where l + 1 ∈ e0, |e0| < d+ 1, and g 6∈ Ze0 then there is an h ∈ De0

such that
∫
ghdµ > 0.

Proof. Let an e0-measurable g 6∈ Ze0 be given. Then there is a sequence 〈ge〉e∈I|e0|\{e0} where each
ge is e-measurable and some ε > 0 such that ||∆N (g

∏
e∈I|e0|,e6=e0

ge)|| > ε for infinitely many N . Set
fN := ∆N (g

∏
e∈I|e0|,e6=e0

ge). For each such N , we have∫
fN∆N (g

∏
e∈I|e0|,e6=e0

ge)dµ > ε2

This means ∫
1
N

N∑
n=1

fN (x, y)g(x, Tnl+1γ(x), y)
∏

e∈I|e0|,e6=e0

ge(x, Tnl+1γ(x), y)dµ > ε2
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For each e 6= e0, there is some i ∈ e0 \ e, so we may assign to each ge some i such that ge is independent of
xi and collect the ge into terms bi,N (independent on N , in fact), each a product of some of the ge, such
that bi is independent of xi. Since fN is [1, l]-measurable, we may also fold fN into bl+1,N , and we have
therefore shown that there exist functions bi,N which are [1, l + 1] \ {i}-measurable such that

∫
1
N

N∑
n=1

g(x, Tnl+1γ(x), y)
∏
i∈e0

bi,N (x, Tnl+1γ(x), y)dµ > ε2

Choosing some k 6∈ e0, and letting g′(xk, x
′, y) := g(x, x′, y) for almost any xk, this becomes

∫
g′(xk, x

′, y)
1
N

N∑
n=1

∏
i∈e0

bi,N (xk, T
n
k γ
−1
xk

(x′), x′, y)dνk > ε2

for infinitely many N . Choosing a subsequence S of these N such that

h′ := lim
N∈S

1
N

N∑
n=1

∏
i

bi,N (xk, T
n
k γ
−1
xk

(x′), x′, y)

converges, the projection h of h′ onto the e0-measurable sets witnesses the lemma. (In particular, since g
is e0-measurable,

∫
ghdµ =

∫
gh′dµ > 0.)

Lemma 7.19. Every e0-measurable function g may be written in the form g⊥ + g> where g⊥ ∈ De0 and
g> ∈ Ze0 .

Proof. Consider the projection of g onto De0 . By the previous lemma, if g−E(g | De0) is not in Ze0 then
there is an h ∈ De0 such that

∫
h(g−E(g | De0))dµ > 0; this is a contradiction, so g−E(g | De0) belongs

to Ze0 .

We could proceed to show that this decomposition is unique, but this is not necessary for the proof.
The following is a corollary of the nonstandard proof of Theorem 6.5 above:

Corollary 7.20. Let X = (X,B, µ, T1, . . . , Tl) be a separable measure space and let b be a real number.
For s ≤ k, let Xs be a factor of X and {bm,m′,s}m≤m′∈N be a sequence of L∞(Xs) functions bounded (in
the L∞ norm) by b. Let {mt}t∈N be a sequence such that

1
mt

mt∑
i=1

∏
s≤k

bi,mt,s

converges weakly to f . Then there is a space Y = (Y,D, σ) and functions b̃s ∈ L∞(Xs × Y) such that
f(x) =

∫ ∏
b̃s(x, y)dσ for almost every x and, if for some transformations S1, . . . , Sk generated from the

T1, . . . , Tl and integers n1, . . . , nk
1
mt

mt∑
i=1

∏
s≤k

bi,mt,s ◦ Tnss

converges weakly to f ′ then f ′ =
∫ ∏

b̃s(x, y) ◦ Tnss dσ

Proof. All but the last condition is an immediate application of Theorem 6.5, using the technique of
Corollary 6.9 to show that b̃s actually belongs to the product. The last condition must be checked
separately, but follows immediately by the same transfer argument.

The following technical lemma is another variation on this theme, combining the method of the previous
corollary with the method of Theorem 7.5:
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Lemma 7.21. Let Y be a separable measure spaces and let b be real number. Let k, k′ be given. Suppose
that for every w ∈ Zl, w′ ∈ Z, there are functions {bw,w′,s,s′}s≤k,s′≤k′ .

Then there is a measure space W = (
∏
i≤lWi,B, ν, T1, . . . , Tl), and space W′ cleanly factoring W

(witnessed by δ : W→W′), and an extension W∗ of W×W′, together with functions b̃s,s′ ∈W∗ ×Y such
that for any N,N ′,

||∆N

∏
s≤k

∫ ∏
s′≤k′

b̃s,s′dy −∆N ′

∏
s≤k

∫ ∏
s′≤k′

b̃s,s′dy||L2(W) =

lim
M→∞

1
M l

∑
w∈M l

 1
N

N∑
n=1

∏
s≤k

∫ ∏
s′≤k′

bw,
P
i wi+n,s,s

′dy − 1
N ′

N ′∑
n=1

∏
s≤k

∫ ∏
s′≤k′

bw,
P
i wi+n,s,s

′dy

2

and if, for some s, s′, bw,w′,s,s′ is not dependent on wi then b̃s,s′ does not depend on Wi.

Proof. The proof is essentially the combination of the method of Theorem 7.5 with the previous corol-
lary. We take a nonstandard extension of a universe containing Y and {bw,w′,s,′}w,w′,s,s′ and pick some
nonstandard a. Then W∗ is the Loeb measure on [1, a]l+1, taking δ : W→W′ to be the map w 7→

∑
i wi.

Then set b̃s,s′(w,w′, y) := st ◦ b∗w,w′,s,s′(y). Measurability with respect to W∗ × Y follows from the
argument given in Corllary 6.9. The particular equality required (and a much wider class of similar
equalities) follow directly from transfer.

For the final condition, if for every wi, w
′ and every wi, w

′
i, bwi,wi,w′,s,s′ = bwi,w′i,w′,s,s′ then the same

holds for b∗, so b̃s,s′ is independent of the i-th coordinate.

Lemma 7.22. If g =
∏
e∈Id+1

ge and each ge ∈ De then ∆Ng converges in the L2 norm.

Proof. For convenience, assume g is in the stricter form
∏
e∈Id+1,l+1∈e ge. This is without loss of generality,

since if h =
∏
e∈Id+1,l+16∈e ge then we have

∆Nh
∏

e∈Id+1,l+1∈e

ge = h∆N

∏
e∈Id+1,l+1∈e

ge

First, assume each ge is a basic element of De; that is, there is a function g′e such that ge is the
projection of g′e onto Be0 and g′e is a projection weak limit of an average of the form

1
N

N∑
n=1

∏
i

bei,N (xk, T
n
k γ
−1
xk

(x′), x′, y)

Applying the corollary above, there exists a measure space Ze and functions b̃ei such that

g′e(xe, x
′, y) =

∫∫ ∏
i

b̃ei (xk, z, x
′, y)dσedµe

Furthermore, for any i′,

g′e(Ti′xk, x
′, y) =

∫∫ ∏
i

b̃ei (Ti′xk, z, x
′, y)dσedµe

but also g′e ◦ Ti′ is a projection of a weak limit of the average

1
N

N∑
n=1

∏
i

bei,N (Ti′xk, T
n+1
k γ−1

xk
(x′), x′, y)

But the contribution of the shift to the second parameter is negligible, and when i = i′, bei,N is Ti′ -invariant,
so g′e ◦ Ti′ is a projection of a weak limit of the average

1
N

N∑
n=1

bei,N (xk, T
n
k γ
−1
xk

(x′), y)
∏
i 6=i

bei,N (Ti′xk, T
n
k γ
−1
xk

(x′), x′, y)
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But this means that

g′e(Ti′xe, x
′, y) =

∫
b̃ei (xk, z, x

′, y)
∏
i 6=i′

b̃ei (Ti′xk, z, x
′, y)dσedµe

Define
gw,w′(x, x′, y) := g(Twx, Tw

′

l+1x
′, y)

Then also
gw,w′(x, x′, y) =

∏
e

∫∫ ∏
i

b̃ei (T
wxk, xk, z, T

w′

l+1x
′, y)dσedxe

But by the argument above, each bei depends only on those wj where j is in e \ {i}.
Applying the pointwise ergodic theorem, we may choose x generic for rational polynomial combinations

of shifts of g(x, γ(x), y). Then it suffices to show that for each ε, large enough N , and N ′ > N ,

lim
M→∞

1
M l

∑
w∈M l

[
1
N

N∑
n=1

gw,w′+n(x, γ(x), y)− 1
N

N∑
n=1

gw,w′+n(x, γ(x), y)

]2

< ε

Applying Lemma 7.21, this becomes the claim that

||∆N g̃ −∆N ′ g̃|| < ε

where g̃ is a function on some W∗ ×Y. (Indeed, Lemma 7.21 gives functions on a bigger space W∗ ×Y×∏
e Ze, where g̃ is a product of an integral of a product of these functions.) It therefore suffices to show

convergence for g̃.
But g̃ has the form ∏

e

∫∫ ∏
i

b̂ei (w, xe, xe, z, δ(w
′), γ(xe, xe), y)dσedµe

where b̂ei depends only on we\{i}. It follows that g̃ has complexity d− 1.
If the ge are sums of basic elements of De, the result follows immediately. If ge is a limit of such

elements, each ge can be written g0
e + g1

e where ge0 is a finite sum of basic elements of De and the norm
of g1

e is small. Then
∏
ge =

∑
E⊆Id

∏
e∈E g

e
0

∏
e 6∈E g

e
1. When E = Id, the result follows from the result

for finite sums. When E 6= Id, the product contains some g1
e , and sine g1

e is e-measurable, it follows that
||∆Nge|| ≤ ||ge||. Since the ge′ are bounded in the L∞ norm, ||∆N

∏
e ge|| ≤ b

∏
e ||ge|| for some constant

b, so
∏
e∈E g

e
0

∏
e 6∈E g

e
1 has small norm if E 6= Id.

Using this, it is possible to prove Theorem 7.7. If g =
∏
e∈Id+1

ge(x, x′, y) where each ge is e-measurable
then it suffices to show convergence at each y, since then the dominated convergence theorem implies
convergence over the whole space. When l + 1 6∈ e, we have ∆Ngef = ge∆Nf , so it suffices to show that
∆Ng converges where g has the form ∏

e∈Id+1,l+1∈e

ge

Then write each ge as ge,⊥ + ge,>. Expanding the product gives∑
E⊆{e∈Id+1|l+1∈e}

∏
e 6∈E

ge,⊥
∏
e∈E

ge,>

where each ge,> is in Ze and each ge,⊥ is in De. Since ∆N distributes over sums, it suffices to show that
each summand converges. When E is non-empty, ∆N

∏
e6∈E ge,⊥

∏
e∈E ge,> converges to the 0 function by

the definition of Ze. When E is empty, Lemma 7.22 applies.
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